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## Chapter 1

## Introduction

FEFF and IFEFFIT are amazing tools, but they can be somewhat hard to use. FEFF requires the use of clunky text files with confusing syntax as its input. IFEFFIT has a wordy, finicky syntax. Both benefit by being wrapped up inside of something easier to use. Hopefully, ARTEMIS is that something.

### 1.1 Using this document

### 1.1.1 Typesetting

I use some typesetting conventions to convey certain kinds of information in this manual.

1. The names of programs look like this: ARTEMIS, FEFF
2. The names of files look like this: 'atoms.inp'
3. Configuration parameters (i.e. preferences) for ARTEMIS and DEMETER look like this: § Artemis $\rightarrow$ plot_after_fit
4. Verbatim text, such as represent specific input to or output from ARTEMIS or text typed into a computer, looks like this:
```
This is verbatim text!
```

Caution: Words of caution intended to point out some specific pitfall of the use or Artemis are found in boxes that look like this.

To Do: Aspects of this document, or possibly of ARTEMIS itself, which are incomplete are indicated with boxes like this.

### 1.2 The technology behind Artemis

### 1.2.1 perl

DEMETER uses perl. This is, I suppose, an unsexy choice these days. All the cool kids are, after all, using python or ruby. I like perl. I can think in perl. And I can code quickly and fluently in perl. What's more, perl has CPAN, the worlds largest repository of language extensions. CPAN means that I have far fewer wheels to recreate (and probably get wrong). Virtually any language extension I need in pursuit of making DEMETER awesome probably already exists.

### 1.2.2 $w x$ Widgets and wxPerl

ARTEMIS uses wxWidgets and its perl wrapper wxPerl as its graphical toolkit. This cross-platform tool gives ARTEMIS a truly native look and feel because it uses the platform's native API rather than emulating the GUI. Using wx's rich set of graphical tools, ARTEMIS strives to provide a powerful yet user-friendly environment in which to perform EXAFS data analysis.

### 1.2.3 Moose

Demeter uses Moose. This is, on the balance, a very good thing, indeed. Moose brings many powerful capabilities to the programming table. When I was about halfway through writing DEMETER, I paused for a bit less than a month to rewrite everything I had thus far created to use Moose. This left me with about $2 / 3$ as many lines of code and a code base that was more robust and more featureful. Neat-o!

For the nerdly, Moose is an implementation of a meta-object protocol. This interesting and powerful tool allows for the semantics of the object system to be modified at either compile or run time. The problem of adding features and functionality to the object system is therefore pushed downstream from the developers of the language to the users of the language. In good CPAN fashion, a healthy and robust ecosystem has evolved around Moose producing a whole host of useful extensions.

Moose offers lots of great features, including an extremely powerful attribute system, a type attribute system, method modifiers, an ability to mix object and aspect orientation, and a wonderfully deep set of automated tests. I am confident that simply by using Moose, my code is better code and, because Moose testing is so deep, I am confident that any bugs in DEMETER are my fault and not the fault of the people whose work I depend on.

For all the wonderfulness of Moose, it does have one big wart that I need to be up-front about. Moose is slow at start-up. Since DEMETER is big and Moose starts slowly, any program using DEMETER will take about 2 extra second to start. For a long-running program like a complicated fitting script or a GUI, an additional couple of seconds at start-up is no big deal. For quick-n-dirty or one-off application, that may a bit annoying. The Moose folk claim to be working on start-up issues. I am keeping my fingers crossed. Until then, I live with the slow start-up, confident that the rest of DEMETER is worth the wait.

### 1.2.4 Templates, backends, and other tools

All of ARTEMIS' interactions with FEFF, IFEFFIT, and its plotting tools use a templating library. Along with
a clean separation between function within the DEMETER code base and syntax of the various tools used by DEMETER, the use of templated interactions provides a clear upgrade path for all parts of ARTEMIS.

## Feff

Although DEMETER ships with a freely redistributable version of FEFF6, it is possible to upgrade to use later versions of FEFF by providing an appropriate set of templates. At this time, FEFF8 is partially supported, with better support coming soon.

## Ifeffit and Larch

Matt Newville, the author of IFEFFIT, is hard at work on IFEFFIT's successor, called LARCH. The path to supporting LARCH will be relatively shallow, requiring only authorship of a new set of templates.

## plotting

DEMETER currently supports two plotting backends: PGPLOT, which is the native plotting tool in IFEFFIT, and GNUPLOT. New plotting backends can be supported, again simply by creation of new set of templates.

For numerically intensive parts of the code, ARTEMIS relies on the Perl Data Language, a natively vectororiented numerical language.

ARTEMIS makes use a host of other tools from CPAN, the online perl library, including tools for date and time manipulation; heap and tree data structures; tools for formal graph theory; tools for manipulating zip, INI, and yaml files; and many others. These tools from CPAN are extensively tested and highly reliable.

### 1.3 Folders and log files

On occasion, it is helpful to know something about how ARTEMIS writes information to disk during its operations.

## working folder

Many of ARTEMIS' chores involve writing temporary files. Project files are unpacked in temporary folders. GNUPLOT writes temporary files as part of its plot creation. These files are stored in the "stash folder". On linux (and other unixes) this is '/.horae/stash/'. On Windows this is \%APPDATA\% $\backslash$ demeter $\backslash$ stash'.

## $\log$ files

When artemis runs into problems, it attempts to write enough information to the screen that the problem can be addressed. This screen information is what Bruce needs to troubleshoot bugs. On a linux (or other unix) machine, simply run ARTEMIS from the command line and the informative screen messages will be written to the screen.

On a Windows machine, it is uncommon to run the software from the command line, so ARTEMIS has been instrumented to write a run-time $\log$ file. This $\log$ file is called 'dartemis.log' and can be found in the '\%APPDATA\% \demeter' folder.
'\%APPDATA\%' is 'C: \Users $\backslash<u s e r n a m e>\backslash$ AppDataRoaming $\backslash$ ' on Windows 7.
It is 'C: \Documents and Settings \<username>\Application Data\' on Windows XP and Vista.
In either case, 'username' is your log-in name.

## Chapter 2

## Starting Artemis

artemis is launched on Windows by double-clicking the Artemis icon on the desk top, by selecting Artemis from the Demeter menu in the Start Menu, or by typing dartemis (with a d) at the command prompt. If you installed DEMETER using the standard installer package, you can also double click on an ARTEMIS project file (i.e. one with a'.fpj' extension) to open it in ARTEMIS.

On a unix computer, ARTEMIS is launched by typing dartemis in the shell. Depending on how DEMETER was installed on your computer, there may be some kind of application launcher, such as a desktop icon, a panel or dashboard launcher, or an entry in some kind of application menu.

To Do: Describe how this is done on a Mac once the Mac installer exists....

Once started, ARTEMIS displays two windows, as shown below.
Everything will certainly look a little different on your computer. This and all other screenshots in this document were taken on an Ubuntu Linux computer running KDE with custom window decorations. Although the details of the appearance may differ, all functionality is the same on all platforms. (You may not have a cool insect as the background image. Your loss.)

The window across the top of your screen is the "Main window". It provides an overview of the state of the program and of your fitting project. The window along the left side of the screen is the "Plot window". It is used to control how certain plots of your data, fits, paths, and other things are displayed.

The plot window can be hidden by clicking the "Plot" button on the left side of the main window. Clicking that button again will make the plot window reappear in the same place on your screen.

The following two sections provide an overview of the functionality in these two windows. We will return these many times throughout this document.

### 2.1 The main window

The main window provides an overview of the state of ARTEMIS as well as of your current fitting project.


Figure 2.1: Artemis, as it appears immediately after starting.

This window is divided into 7 areas.


Figure 2.2: The main Artemis window.

1. At the top is a menu bar. We will examine the contents of each menu below.
2. At the bottom is the status bar. This area is used to convey messages to you during the course of operating the program.
3. On the left is a stack of buttons used to show and hide various parts of ARTEMIS. Each of these will be described in detail later in the document.
4. To the right is the listing of data groups. The "Add" button is used to import a new data set into artemis. As data are imported, they will listed as a stack of buttons below the "Add" button.
5. Next comes the listing of FEFF calculations. The "Add" button is used to import new structural data set into ARTEMIS. This may be input data for FEFF, an 'atoms.inp' file, or a CIF file containing crystal structure data. As FEFF calculations are started, they will listed as a stack of buttons below the "Add" button.
6. The wide area to the right of the FEFF calculations contains several controls for the current fitting project. The "Name" and "Description" boxes are used to describe the current state of your fitting project. The name should be a concise description of the current fit and is used as a label identifying a specific fit. The description is a lengthier, free-form bit of text describing the current fit in more detail. This text will; be written to log files. ARTEMIS does a decent job of automatically generating text for both of these boxes, but providing your own text will help you to document the progression of your fitting project. This section also has controls for selecting the space in which your fit is evaluated and for saving a project file in a single click.
7. On the far right is the "Fit" button. As you might guess, this button is clicked to initiate a fit. The color of this button will change to provide a heuristic evaluation (Sec. 7.2 on page 63 ) of the quality of each fit. Below the Fit button is a button used to show or hide a window containing the log from the most recent fit.

### 2.1.1 Main menu bar

### 2.1.2 The File menu

Clicking on "File" displays this menu, which is mostly used for various kinds of input and output. Note that some menu items that have keyboard shortcuts attached and that these shortcuts are shown in the menu.

- The first option is used to import any kind of data into ARTEMIS, including ARTEMIS or athena project files, ASCII files containing $\chi(k)$ data, FEFF or ATOMS input files, CIF files, or a few other things. ARTEMIS is usually good about properly identifying the type of input file and doing the right thing with it. In the rare situation where this doesn't work, try the "import" submenu.
- The second option provides a submenu of recently imported files broken down by file type, including ARTEMIS projects, ATHENA projects, structure data for ATOMS or FEFF, and a couple of other more
obscure file types.
- The next three items are used to save ARTEMIS project files. "Save project" saves the current state of the project to its current, prompting for a name if it does not yet have one. "Save project as" will prompt for the name to which to save the current state of the project. "Save current fit" will save a project file containing only the current fit, without any of the history.
- The "import" submenu is used to specify the file type to import. Typically, this is not necessary and is only provided for the rare situation when ARTEMIS fails to recognize one of its standard input data types.
- The "export" submenu is used to generate files in the format of an IFEFFIT script or a perl script using DEMETER. These files attempt to capture the current state of your fitting project. It is unlikely that the output of either of these export options will be immediately useful without some editing. The purpose of these export options is to allow you to use ARTEMIS to develop a fitting model, then use the exported file in some other way, for instance as part of a script for automated batch processing.
- The next menu item displays a window used to set program preferences. (Sec. 12 on page 85)
- Finally, there are menu items for closing the current fitting project and for exiting the program. Each of these will prompt you to save your fitting option if you have not recently done so.


### 2.1.3 The Monitor menu

This menu provides several options for monitoring the state of ARTEMIS, IFEFFIT, and the plotting backend (usually GNUPLOT).

- The command buffer contains a record of every data processing command sent to IFEFFIT and every plotting command sent to the plotting backend. Bruce uses these buffers to debug the prgram as he implements new features. You may want to use these buffers to learn the details of interacting directly with IFEFFIT or with the plotting backend.
- The status bar buffer contains a record of every message sent the status bar in the


Figure 2.3: main window as well as those messages displayed in the status bars of other windows in ARTEMIS. All messages are time stamped.

- The "Show Ifeffit" menu will cause ifeffit to display detailed information in the command buffer about the internal state of different kind of data. This is another thing Bruce uses to debug program issues.
- The "Debug options" menu contains several items used to display technical information about the current state of ARTEMis. Again, this is a tool Bruce uses when developing the program. After reporting a bug to the Ifefffit mailing list, Bruce may ask for information obtained using these menu items. This submenu is only displayed if the § Artemis $\rightarrow$ debug_menus configuration parameter is set to a true value.
- "Show Ifeffit's memory use" item displays a crude, somewhat unreliable calculation of the resources still available to IFEFFIT.


### 2.1.4 The Plot menu

When using GNUPLOT as the plotting backend, you have an option to direct plots to multiple windows, thus allowing you to plot something new without removing an existing plot. This menu controls which of four such plot displays is active.

### 2.1.5 The Main help menu

This menu is used to display this document or to display information about ARTEMIS, including its open source licensing terms.

### 2.1.6 Status bar



Figure 2.6:

This area in the main window is used to display various kinds of messages, including updates on long-running tasks, hints about controls underneath the mouse, and other announcements.

On some platforms, the status bar is able to display color. If you are one one of those platforms, the status bar will display with a green background during a long running task and with a red background when an error has occured or when something needs your immediate attention.

Many controls in the main window and elsewhere have hints attached to them which will be displayed in this status bar when the mouse passes over. These hints are intended to teach about the functionality of the control beheath the mouse. Hints are not recorded in the status bar buffer.

Many short and long running tasks display updates of various kinds. Many of these are recorded in the status bar buffer. Messages displayed in the status bar with a green or red background are recorded in the status bar buffer with green or red text. Messages which only indicate the progress of a long running task are not recorded in the buffer.

### 2.1.7 The Data list

The data list starts off with a single control, which is used to import data into your fitting project. Clicking the "Add" button will open the standard file selection dialog for your platform. That is, on Windows, the standard Windows file selection dialog is used; on Linux, the standard Gnome file selection dialog is used; and so on.

The standard manner of importing data into ARTEMIS is to use an athena project file. Thus the file selection dialog will, by default, look for files with the '. prj' extension.


Figure 2.7:

As you import data, a stack of buttons - one for each data group - is made. These buttons are used to show or hide the windows associated with each data group. In this example, a multiple data set fit (i.e. one in which models for more than one data set are co-refined) is shown. One of the associated data windows is displayed on screen, as indicated by the depressed state of the button labeled "Dimethyltin dichloride". The other data window is hidden. See the Data window chapter. (Sec. 3 on page 23)

Caution: ARTEMIS has a very different relationship to your data than ATHENA. The very purpose of ATHENA is to process large quantities of data, thus a typical ATHENA project will contain many - perhaps dozens - of data groups. ARTEMIS expects that you will import only that data whose EXAFS you intend to analyze. If you doing a single-data-set analysis, the Data list will contain only that item. If you import many data sets without actually using them in the fitting model, ARTEMIS will get confused. And so will you.

### 2.1.8 The Athena project selection dialog

When importing data from an ATHENA project file, the project selection dialog is shown. It presents you with a list of all data groups from the project file. The file listing is configured such that only one item can be selected at a time. The selected data group is also plotted. Any title lines from that data group are displayed in the text box on the upper right.

Beneath that is a series of radio buttons for selecting how the data are plotted. Each time you click on a data group from the list, it will be plotted as selected.

The next set of radio buttons selects what set of Fourier transform and fitting parameters will be used. The first choice says to use the values found in the ATHENA project file. The second choice says to use ARTEMIS's default values. The third choice is only relevant when replacing the data in a current fitting project. In that case, the values currently selected for the data being replaced will be retained.

To continue importing data, click the "Import" button. The "Cancel" button dismisses this dialog without importing data.


Figure 2.8:

### 2.1.9 The recent data dialog

You can access a list of recently imported data by right clicking on the "Add" button. This presents a dialog with a selection list. Click on one of your recent files, then click "OK". Alternately, double click on your choice in the list of recent files.

### 2.1.10 The Feff list

The FEFF list starts off with a single control, which is used to import structural data into your fitting project. Clicking the "Add" button will open the standard file selection dialog for your platform. That is, on Windows, the standard Windows file selection dialog is used; on Linux, the standard Gnome file selection dialog is used; and so on.


Figure 2.9:
The standard manner of importing structural data into ARTEMIS is to import an input file for ATOMS or FEFF or to import a CIF file containing crystal data. Thus the file selection dialog will, by default, look for files with the '.inp' or '.cif' extension.

As you import structural data, a stack of buttons - one for each FEFF calculation - is made. These buttons are used to show or hide the windows associated with each data group. In this example, two FEFF calculations have been made. Neither is being displayed on screen. See the Atoms/Feff chapter. (Sec. 4 on


Figure 2.10: page 33)

Right clicking on the "Add" button will present the same recent file selection dialog as for the data list. In this case, the list will contain recetnly imported ATOMS, FEFF, or CIF files.

### 2.1.11 Fit information

This section of the main window is used to specify properties of the fit. The name is a short bit of text that will be used as a label for each fit. The number will be auto-incremented unless you explicitly set it.

The description is a longer bit of text which you can use to describe the current fitting model. Here, too, the number is auto-incremented unless you explcitly set it. The text from this box is written to the log file, thus can be used to document your fitting model.


Figure 2.11:

The set of radio buttons is used to select the space in which the fit will be evaluated. The default is to evaluate the fit in R space.

Finally, the "Save" button is used to quickly save your fitting model to a project file. If you model is already associated with a file, this is a quick one-click saving tool. If no project file is associated, the file selection dialog will prompt you for a file. The default is to use the '.fpj' extension.

### 2.1.12 Fit and log buttons

All the way to the right of the main window are the "Fit" and "log" buttons. Click the Fit button to initiate
the fit. The $\log$ button is used to show and hide a window which displays the log from the most recent fit. See the chapter on the Log and Journal windows. (Sec. 9 on page 75) In the event of a fit that exits abnormally, error messages explaining the problems will be show in the log window.

At start-up the Fit button is yellow. After each fit, the color of this button will range from red to green as a heuristic indication of the fit quality. See the happiness chapter for more details. (Sec. 7.2 on page 63)

### 2.2 The plot window

The second window that appears when Artemis starts is the Plot window. An overview of the functionality of this window will be presented here, but the full picture of how plots are made in ARTEMIS will have to wait until the Data and Path windows are explained.


Figure 2.12:

At the top of the Plot window is a row of three buttons used to make plots in $\mathrm{k}, \mathrm{R}$, or q space. These plots will be made using the contents of the "Plotting list" near the bottom of the Plot window. The plotting list gets populated with data, paths, and other plottable items. The details of how the plotting list gets populated will be discussed later in the document.

Beneath that is a set of radio buttons for setting the k-weighting to be used in many of the kinds of plots that ARTEMIS makes, including those made when pressingt he buttons above. Note that these k-weight values are only used for making plots. The k-weight values used to evaluate fits are set in the Data window. The "kw" option uses the arbitrary (possibly non-integer) k-weighting value specified in the Data window.

Beneath the k-weight buttons is a set of tabs used to control different aspects of plots. The "limits" tab provides controls for the most commonly used plotting options.

- Because we use a complex Fourier transform, $\chi(R)$ and $\chi(q)$ are complex functions. The two sets of radio buttons at the top of the limits tab are used to specify how $\chi(R)$ and $\chi(q)$ are displayed. Becasue a typical plot in ARTEMIS involves many traces, ARTEMIS does not allow over-plotting of the various parts of the complex functions in the manner of ATHENA.
- Beneath the $\chi(R)$ and $\chi(q)$ radio buttons are a set of check buttons used to display additional functions related to the data. These are:


## Fit

plotted, the most recent fit will be plotted.

## Background

function will be plotted, but only if it was refined in the most recent fit.

## Window

will be plotted over the data. The window will be scaled appropriately for the current k-weight value. When plotting in q , the k -space window will be used.


Figure 2.13:

## Residual

between the data and the fit will be plotted.

## Running R-factor

sum of the residual will be plotted, providing another way of visualizing the misfit.

- The last thing on the limits tab is a series of text entry boxes for setting the plotting range in each of the three spaces.

The other tabs will explained in the plotting chapter (Sec. 8 on page 67).
The last item on the Plot window is a button labeled "Save next plot to a file". When depressed, the next plot made will write a column data file with columns representing the traces as they would have been plotted. The plot will not be shown on the screen. The purpose of this file is to reproduce a plot from ARTEMIS as closely as possible using some other plotting program.

## Chapter 3

## The Data window

After importing data from an ATHENA project file, several things happen:

1. A new Data window is created for interacting with that data set and the various controls are set to values taken from the ATHENA project file or from ARTEMIS' defaults.
2. A message is written to the status bar in the Main window.
3. The data are plotted in k-space.
4. The data are transferred to the plotting list in the Plot window.
5. An entry is placed in the Data list on the main window.

Here is the Plot window as it initially appears:


Figure 3.1: The Artemis data window, immediately after data import.

1. This button is used to transfer this data set into the plotting list in the Plot window (Sec. 8 on page 67).
2. This is the characteristic value (Sec. 15.2 on page 125) of this data set. Typically, this is just incremented for each data set as it is imported. The CV can be used as a special parameter in math expressions.
3. This text box shows where this data set came from. Typically, this shows the fully resolved file name for an ATHENA project file, followed by the index of the data from that project file.
4. These five buttons generate special plots using this data set. Each of the special plots types is explained below. Like the Fit button from the main window, these buttons are recolored after a fit according to the value of the fit's happiness parameter (Sec. 7.2 on page 63 ).
5. This text box contains any title lines associated with the data.
6. These controls are used to set the functional form of the windows for forward and backward Fourier transforms. The $R_{\min }$ and $R_{\max }$ values are also used as the fitting range. The menus for selecting the windows functions are only displayed when the § Artemis $\rightarrow$ window_function is set to "user".
7. These check buttons are used to set the k-weight values used to evaluate the fit. Note that these are check buttons and radio buttons not - more than one can be selected at a time. The default is that all of 1,2 , and 3 checked, resulting in a multiple k-weight fit. The default can be changed by editing the § Fit $\rightarrow$ k1, § Fit $\rightarrow$ k2, and § Fit $\rightarrow k 3$ parameters.
8. This area contains several other parameters related to this data set. When the first check button is checked, this data will be included in the fitting model. Unchecking it is a way of removing a data set from a multiple data set fit without actually disposing of the data. The second check button instructs ARTEMIS to automatically transfer this data set to the plotting list (Sec. 8 on page 67) at the end of a fit. The third check button turns on background co-refinement. The $\epsilon$ text box allows you to specify a measurement error fit this data set. Finally, the last check button turns phase corrected plotting on and off. See the discussion of phase corrected plots (Sec. 5.2.2 on page 53).
9. This status bar is used to display messages specifically related to this data set. These messages are logged in the status buffer (Sec. 11.1.2 on page 81).
10. The paths list will become populated as paths are associated with this data set. How that works will be explained in the next chapter (Sec. 5 on page 47).
11. When no paths have yet been associated with a data set, this default page is displayed. The lines of blue text are sensitive to mouse clicks and initiate the import of certain kinds of data. All of those import options will be explained elsewhere in this document.

After one or more paths have been associated with this data set, the Data window looks something like this.


Figure 3.2: The Artemis data window, with imported paths.

Note that the paths list is populated with the paths assigned to these data and that the right hand side of
the Data window displays the details about a particular path. Clicking on an item in the paths list causes that path to be displayed on the right.

Note that each path in the path list has a check button associated with it. These check buttons are involved in much of the functionality described below.

Some vocabulary: The highlighted path is displayed on the right and is said to be selected. When a paths check button is checked, it is said to be marked. In this example, the first path is selected and no paths have yet been marked.

### 3.1 Special plots

The five plot buttons on the Data window make special plots of that data set along with its fit (if a fit has been run). Each of these is an elaborate, multi-component plot that cannot be made using the tools on the Plot window. The examples shown here are for a fit to gold metal out to the fourth coordination shell.

## The k123 plot



Figure 3.3: k123 plot
This is the "k123" plot. It shows the data and fit as $\chi(k)$. Each k-weighting from 1 to 3 is shown. The data with k -weighting of 2 is plotted normally. The other two k-weightings are scaled by the appropriate number such that all three k-weighting appear to be about the same size in the plot. The Fourier transform window function is drawn over the k-weight of 1 spectrum.

## The R123 plot

This is the "R123" plot. It shows the data and fit as $\chi(R)$. The Fourier transform has been done with each k -weighting from 1 to 3 . The data with k -weighting of 2 is plotted normally. The other two k-weightings are scaled by the appropriate number such that all three k-weighting appear to be about the same size in the plot. The back-Fourier transform window function is drawn over the k-weight of 1 spectrum to indicate the range over which the fit was evaluated (assuming the fit space is $R$, as is the default). The radio button in the Plot window (Sec. 8 on page 67) for selecting the part of $\chi(R)$ is respected when this plot is made.

## The Rmr plot

The "Rmr" plot is the plot displayed by default after a fit. It shows the magnitude and real part of $\chi(R)$ using the value of k-weighting selected in the Plot window. The back-Fourier transform window function is


Figure 3.4: R123 plot


Figure 3.5: Rmr plot
drawn over the magnitude spectrum to indicate the range over which the fit was evaluated (assuming the fit space is $R$, as is the default).

## The Rk plot



Figure 3.6: Rk plot
The " Rk " plot is a stacked plot with the "Rmr" on the bottom and $\chi(k)$ on the top. The value of k-weighting selected in the Plot window (Sec. 8 on page 67) is used. Fourier transform windows are drawn over the $\chi(k)$ and $|\chi(R)|$ spectra.

This is Bruce's favorite way of presenting data for publication. It is a compact representation of the data and the fit. All the interesting ways of visualizing the data and fit are presented on equal footing.

## The kq plot



Figure 3.7: kq plot
The " kq " plot shows the data and fit as $\chi(k)$ and $\chi(q)$. The value of k -weighting selected in the Plot window (Sec. 8 on page 67) is used. The Fourier transform windows are drawn over the $\chi(k)$ spectra.

### 3.2 Data menu bar

### 3.2.1 The Data menu

## Blah blah

## Rename

Change the name of this data set. This is the name displayed next to the transfer button, in the plotting list, in the log file, and in plot legends.

## Replace

Change the $\chi(k)$ by importing new data from an ATHENA project file. This is used to apply the current fitting model to a new data set.

## Discard

Throw away this data set and its window. Also remove this data set from the Data list in the Main window.

## Save data

Write this data set to a column data file. The $\chi(k)$ output option will write a file with columns for $\mathrm{k}, \chi(k), k \cdot \chi(k), k^{2} \cdot \chi(k), k^{3} \cdot \chi(k)$, and the window function. The $\chi(R)$ output option will write a file with columns for R , the real part, the imaginary part, the magnitude, the phase, and the window function. The $\chi(q)$ option is of the same form a the $\chi(R)$ option.

## Save data and fit

Write the data, the fit, and several other arrays to a data file in one of various forms of $k, R$, or $q$. This will have columns for the abscissa, the selected form of the data, and the corresponding forms of the fit, the background (if co-refined), the residual, the running R -factor, and the window.

## Save data and paths

This will save the data along with each marked path to a column data file. The columns will be the same as for the data+fit output.

## Other fitting standards

This submenu allows you to import a variety of special path types. These will be explained later in the document.

To Do: Links to those document sections

## Balance interstitial energies

To Do: Not yet implemented in Artemis

## Set all degeneracies

These two options allow you to control the degeneracy values of all the paths in the fit. The choices are to set them all to 1 or to have them all use their degeneracies from their respective FEFF calculations.

## Set window function

When the § Artemis $\rightarrow$ window_function parameter is not set to "user", this submenu will be displayed. It allows the user to change the window function to be used for both forward and backward Fourier transforms. Note that setting the window function in this way uses the same functional form for transforms in both directions. If you want to control the two functions independently (for some inscrutable reason), you must set $\S$ Artemis $\rightarrow$ window_function to "user".

## Export parameters

In a multiple data set fit, this allows you to constrain the data sets to have the same choice of Fourier transform parameters.

To Do: Not yet implemented in ARTEMIS

## Set kmax to Ifeffit's suggestion

Use IFEFFIT's suggestion for an appropriate value of $k_{\max }$.

## Show epsilon

Show the value of $\epsilon$ computed from the noise in this data set. The value will be displayed in the Data window status bar.

## Show Nidp

Show the number of independent points computed from the Fourier transform and fitting range. The will be displayed in the Data window status bar.

### 3.2.2 The Path menu

## Blah blah

## Transfer

Transfer the displayed path to the plotting list in the Plot window (Sec. 8 on page 67).

## Rename

Change the name of the displayed path. This is the name displayed next to the transfer button, in the plotting list, in the log file, and in plot legends.

Transfer displayed path Rename displayed path Show displayed path
Save displayed path in ... Clone displayed path
Add path parameter
Export all path parameters to ... > Quick 4 parameter fit

Discard displayed path

## Show

Post a dialog box with IFEFFIT's current evaluation of all path parameters for
Figure 3.9: the displayed path.

## Save path

Write the displayed path to a column data file. The $\chi(k)$ output option will write a file with columns for $\mathrm{k}, \chi(k), k \cdot \chi(k), k^{2} \cdot \chi(k), k^{3} \cdot \chi(k)$, and the window function. The $\chi(R)$ output option will write a file with columns for R , the real part, the imaginary part, the magnitude, the phase, and the window function. The $\chi(q)$ option is of the same form as the $\chi(R)$ option.

## Clone

Make a copy of the displayed path and insert it into the path list. The degeneracies of the original and cloned path will be half the original degeneracy.

## Add path parameter

Post the dialog on the right, which is used to add a path parameter math expression to multiple paths associated with this or other data sets. This is a convenience allowing you to edit the path parameters for many paths at the same time.

## Export path parameters

Push the math expressions of each path parameter from the displayed path to other paths. This submenu has options for pushing these values to the other paths from the same FEFF calculation, to the marked paths, to all paths in this data set, or to all paths in all data sets.

## Quick 4 parameter fit

This is a convenience function for setting up a simple, one-shell fit. Selecting this menu item will create 4 parameters in the GDS window and use those four parameters as the math expressions for $S_{0}^{2}, E_{0}, \Delta R$, and $\sigma^{2}$ for each path assigned to this data set. This is intended only for a one-path, one-shell fit. While it may be tempting to expect broader utility out of this function - don't. It really only serves this narrow purpose.

## Discard

Discard the displayed path, removing its window, and removing it from the path list.

### 3.2.3 The Marks menu

Much of ARTEMIS' functionality revolves around groups of marked paths. This menu contains a number of shortcuts for marking paths. Note that each of these has a keyboard shortcut given on the right side of the menu. Learning the shortcuts for marking functions that you use frequently is key to the effective use of ARTEMIS.

Marking via these functions is cumulative. That is, most of them only add to the set of marked paths. Choosing to mark, say, all single scattering paths will not unmark any marked multiple scattering paths.

Several of these functions will post a dialog for receiving input. Marking by regular expression (regex) will prompt for a perl-style regular expression to match against the labels in the path list. The pattern you provide will be used only if it can be successfully parsed as a valid perl regular expression.

Marking either greater than or less than an R value will prompt for that R value.
Marking before or after the current path will mark those above or below the displayed path in the path list. Included and excluded refers to whether a path is selected as being included in a fit. Importance refers to the heuristic importance of the path, which is represented by the green (high), yellow (medium), or grey (low) color of the label at the top of the path page.


Figure 3.11:

Caution: When using regular expression marking, you have access to perl's entire regular expression functionality. If you know what a "(? code )" extended expression is and you use it foolishly, you only have yourself to blame.

## To Do: Mark by path ranking

### 3.2.4 The Actions menu

Every item in this menu operates on the set of marked paths. Again, keyboard shortcuts are given in the menu.

The first option is used to make a VPath (Sec. 8.3 on page 71) from the marked paths. The second option will transfer all marked paths to the plotting list in the Plot window (Sec. 8 on page 67).

The next two options will cause the set of marked paths to be included in or excluded from the fit. The next item causes all marked paths to be discarded from your fitting project and removed from the path list.

| Make VPath from marked | Shift+Alt+V |
| :--- | ---: |
| Transfer marked | Shift + Alt +T |
| Include marked | Shift + Alt + C |
| Exclude marked | Shift + Alt +X |
| Discard marked |  |
| Plot marked after fit | Shift+Alt+P |
| Plot no paths after fit | Shift+Alt+U |

Figure 3.12:
The final two items are about controlling what gets transferred into the plotting list after a fit. The next to last item causes all marked paths to be transferred. The last item removes all paths from the list of things transferred

### 3.2.5 The Debug menu

This menu displays various dialog boxes showing aspects of the current state if IFEFFIT or artemis. These are mostly used for debugging purposes. This menu is only displayed if the § Artemis $\rightarrow$ debug_menus configuration parameter is set to a true value.

### 3.2.6 The Data help menu

This menu is used to display the sections on the Data window or the Path page from the document.

```
Documentation: Data window
Documentation: Path page
```

Figure 3.14:

## Chapter 4

## The Atoms and Feff Window

When you import crystal data from an 'atoms.inp' or CIF file, three things happen:

1. A new atoms and FEFF window is created for interacting with the structural data and the various controls are set to values taken from the 'atoms.inp' or CIF file,
2. A message is written to the status bar in the Main window.
3. An entry is placed in the FEFF list on the main window.

You can also import a 'feff.inp' file directly. This is discussed in the next section (Sec. 4.1 on page 36)
This new window looks like this. In this example, crystal data for Ni metal have been imported from an 'atoms.inp' file.

At the top of the window is a tool bar with three buttons. The first of these is used to change the label for this feff calculation. Among other things, this is the label used in the feff list on the Main window. The second button is used to discard the FEFF calculation and this window. The final button will open a web browser and take you to the FEFF document.

There are a series of tabs across the top. These will contain different stages of the structural calculation. Here we will examine the AToms tab. The other tabs will be examined in the following sections.

### 4.0.7 Crystal data

The crystal cell data - including lattice constants and angles, the space group symbol, and the elements of the shift vector - are placed in text boxes for easy editing. The coordinates of the unique sites are listed in the grid at the bottom of the window. The absorber is chosen by clicking one of the boxes on the Core column.

Remember that FEFF considers numbers with 5 digits of precision after the decimal point. 0.333 is not the same thing as 0.33333 . You may, however, enter things like $1 / 3$ and avoid the precision issue entirely.

As a new feature compared to earlier versions of ATOMS, there are two radial distances. The cluster size determines the extent of the cluster expanded into the 'feff.inp'. This should usually be set to something rather large, 9 Ais often a good default. This probably (but not always!) assures that the cluster in the


Figure 4.1: The atoms and feff window in artemis.
'feff.inp' file is adequately large to include all unique potentials and has all atom types sufficiently well bounded that the muffin tin potentials are likely to be be computed reasonably well.

The second distance will set the value of RMAX in the 'feff.inp' file. In general, you do not want this to be much larger than the extent of the data you intend to analyze. 5 Åor 6 Ais usually the largest sensible value for longest path. The reason for this is that the pathfinder part of FEFF has been rewritten for this version of ARTEMIS. While the new pathfinder implementation offers a number of useful new features, it is substantially slower than FEFF's native pathfinder. In any case, there is no benefit to computing paths that you will never use in your fit.
The absorption edge for the calculation is chosen from the menu to the left of the lattice constant area. This is usually determined from the input data, but may need to be explicitly selected. If not specified in the 'atoms.inp' file, the edge will be set to K for element lighter than $\mathrm{Ce}(\mathrm{Z}=58)$, and to $\mathrm{L}_{\text {III }}$ for heavier elements.

The style menu is another new feature in this version of Atoms. It is used to set how the list of unique potentials is determined from the elements in the atoms list. The choices are

## elements

Each unique element species is assigned a potential number.
tags
Each unique tag is assigned a potential number.
sites
Each crystallographic site is assigned a potential number.
Remember that FEFF only allows for 7 unique potentials other than the absorber. The tags and sites options can often result in more than 7 potnatials, which will result in an unrunnable 'feff.inp' file. Specifying unique potentials by tags is a good way of differentiating between dissimilar atoms of the same species. For example, in an oxygenyl species, it is often useful to give the axial oxygen atoms a different potential from the remaining oxygens by using the tags option.

Here is an example of an 'atoms.inp' file for sodium uranyl acetate, which contains two very short axial oxygen atoms double bonded to the uranium atoms at about $1.8 \AA$ and a number of equatorial oxygen atoms at a much longer distance. The axial and equatorial oxygen positions are distinguished by their tags and will given separate unique potentials when using the tags style.

The assignment of potential indeces is explained in detail and with examples in the extended explanations chapter (Sec. 15.8 on page 141).


### 4.0.8 Atoms tool bar

The toolbar across the top of the ATOMS tab offers several functions.
Clicking the open button will post the standard file selection dialog for importing a new 'atoms.inp' or CIF file. This is more useful in the stand-along version of ATOMS than in ARTEMIS where the crystal data file imported in other ways. Right clicking this button will post the recent files dialog populated with recently imported 'atoms.inp', 'feff.inp', and CIF files.

The save button will prompt you for a filename for an output 'atoms.inp'


Figure 4.2: saving the current state of the tab.

Clicking the export button will post dialog on the right, which offers several different kinds of output files based on the crystal data. The "Feff6" and "Feff8" options will write input files for FEFF6 and FEFF8. The "Atoms" option write the same file as the save button. The "P1" option writes the cyrstal data using the P 1 space group and with a fully decorated unit cell. The "Spacegroup" option writes a file that fully describes the space group. the "Absorption" option writes a file containing some calculations based on tables of X-ray absorption coefficients.

The clear button is used to clear all data from all controls on the ATOMS tab.
Finally the run button is pressed to convert the crystal data into input data for FEFF. Pressing this displays the next tab (Sec. 4.1).

### 4.1 The Feff tab

The FEFF6 document can be found here.
The FEFF9 document can be found here.
When you click the "Run Atoms" button on the ATOMS tab, the resulting input data for FEFF, which constists of a list of Cartesian coordinates for the atoms in the cluster, is written to the FEFF tab. The feff tab is then displayed.

The box containing the FEFF input data is a simple text entry box. If you wish to make any modifications to the input data for the FEFF calculation, you can edit the text directly. Although it is most common to run the FEFF calculation straight away, there are a number of situations where directly editing the input data prior to running FEFF is desirable.

The "Open" button can be used to import a different 'feff.inp' file. Right clicking that button posts the recently used file dialog. The "Save" button will post the standard column selection dialog for choosing a file name for saving the current feff input data. The "Clear" button will remove all text from the big text box.

The FEFF calculation is started by clicking the w"Run Feff" button.

### 4.1.1 Feff documentation

This page allows you to link directly to FEFF's documentation. Right clicking on the text window containing the 'feff.inp' usually posts the standard "cut/copy/paste" menu. However, if you right click on one of


Figure 4.3: The FEFF tab.

FEFF's keywords (or "cards"), you will get a small menu which will link you to the documentation for that keyword. Clicking on the posted menu will open a browser and display the appropriate document page from The Feff Project website.


Figure 4.4: Right clicking on a FEFF card for a direct link to FEFF's documentation.

### 4.1.2 Feff input templates

The "Template" button is used to put boilerplate for FEFF input data into the big text box. This is useful if your list of Cartesian coordinates comes from some other source. In that case, you might cut and paste that text from the other source and fill in the indicated blanks and the POTENTIALS list as appropriate for your calculation.

### 4.2 The Paths tab

When you click the "Run Feff" button on the FEFF tab, the FEFF calculation is run. Once finished, a succinct summary of the calculation is displayed on the Paths tab.

Some statistics about the FEFF calculation are shown in the Description text box. Below that is the summary of the paths found in the FEFF calculation. This summary is presented in the form of a table. Each row


Figure 4.5: A FEFF template.


Figure 4.6: The Paths tab.
describes a scattering path. The columns contain the following information:

1. The first column shows a path index, similar to the index that feff uses when run by hand from the command line.
2. The second column shows the degeneracy of the path.
3. The third column shows its nominal path length, $\mathrm{R}_{e f f}$. That is value that will be used in any path parameter math expression (Sec. 5.1 on page 48) containing the reff token.
4. The fourth column shows a simple view of the scattering path. The @ token represents the absorber, thus appears as the first and last token in each description. The tokens representing the scattering atoms are taken from the tags on the FEFF tab. You can change the absorber token by setting the § Pathfinder $\rightarrow$ token configuration parameter.
5. The fifth column contains the rank of the path. This is an attempt to predict how important of each path will be to your fitting model. Paths with large spectral weight have a large rank and paths with little spectral weight have small rank. Highly ranked paths are colored green, mid-rank paths are colored yellow, and low-rank paths are grey. Don't put too much faith in this assessment of importance. You should explicitly check all paths to decide if they should be included in a fit.
6. The sixth column gives the number of legs in each path.
7. The final column is a simple explanation of the shape of the scattering geometry.

The rows in this table are selectable by mouse click. Left clicking on a row selects that row. Control clicking on another row adds it to the selection. Shift clicking adds to the selection all rows between the one clicked upon and the previously clicked upon row.

Much of the functionality of this page rests upon the set of selected paths. Most importantly, selecting paths is the first step to using paths in a fitting model. This will be explained in the next chapter (Sec. 5 on page 47).

At the top of the page is a bar of buttons used to perform tasks specific to the path list. The "Doc" button will open a browser displaying this documentation for the interpretation page. The "Rank" button is described below. The remaining buttons are related to making plots of the selected paths.

### 4.2.1 Path plotting and path geometry

This is a plot of paths from the raw FEFF calculation. In this example, the first three single scattering paths from the sodium uranyl triacetate calculation were selected along with a low-rank multiple scattering path. Then the "Plot selection" button was pressed. In this plot, we see that the three single scattering paths are, indeed, quite large. The multiple scattering path can barely be seen on this scale. It truly is a low importance path.

The meaning of a "raw" FEFF calculation is that it is displayed as $\chi(k)$ with $S_{0}^{2}$ set to 1.0 and each of $E_{0}$, $\Delta R$, and set to 0 . A plot of $\chi(R)$ for the "raw" FEFF calculation, then, displays the Fourier transform of $\chi(k)$ parameterized with those values.

It is, therefore, very quick and easy to examine the results of a FEFF calculation. The other four buttons are used to select how the plot of paths is made. The options are $\chi(k),|\chi(R)|, \operatorname{Re}[\chi(R)]$, and $\operatorname{Im}[\chi(R)]$. The k -weight selected in the Plot window is used to make the plot of paths.

Right clicking on an entry in the paths list will post a menu. The first item on the menu opens a dialog window with more details about the geomtery of the selected scattering path. In the following figure, the selected path (0006) was right-clicked on, opening the dialog depicted below.

The other context menu options are used to set the path select on the basis of distance, ranking, or scattering
geometry. These options are useful for selecting groups of paths to drag and drop onto the Data window.


Figure 4.8: Information about the geometry of a scattering path.

The contents of the path interpretation can be filtered after running the FEFF calculation by setting the § Pathfinder $\rightarrow$ postcrit parameter. By default, it is set to 3 , which means that only paths with a ranking above 3 will be displayed in the path interpretation. Resetting this parameter allows you tune how many paths get displayed after the calculation.

### 4.2.2 Path ranking

FEFF provides a crude evaluation of the importance of each path called the "curved wave importance factor". This is computed as a very sparse - computed at four points between $0 \AA^{-1}$ and $20 \AA^{-1}$ - trapezoidal integration of $|\chi(k)|$. This amplitude is then expressed as a percentage with the largest path having an amplitude of 100 .

There are a few shortcomings of FEFF's amplitude factor. First, the percentages are computed serially. So the frist path is always given as 100path, it, so, will be given as 100scaled to size of the later path. This is somewhat confusing.

Second, the integration is very sparse. This made sense back in the mid-90s, when computers were slower and had less memory. But it means the amplitude is not very accurate.

Finally, the integration is over a much wider range in k-space than is typically measured in a real experiment. It would make more sense to evaluate a measure of the importance of a path over a range in $k$ that is expressed in a real measurement or, at least, a range that is more typical of a normal experiment.

To this end, ARTEMIS offers a variety of new ways to rank the importance of a path. Some use $\chi(k)$ and some use $\chi(R)$ of the paths. All are evaluated over a restricted range in k or R . By default, the range in k is $3 \AA^{-1}$ and $12 \AA^{-1}$ and in R it is $1 \AA$ and $4 \AA$. All are evaluated using the full k or R grid which is used internally. Some consider k-weighting.

They all have funny acronyms:
akc
This is the sum over the k -range of the absolute value of $\mathrm{k} \cdot \chi(k)$.
aknc
This is the sum over the k -range of the absolute value of $k^{n} \cdot \chi(k)$ where the plotting k -weight is used for n .
sqkc
This is the square root of the sum over the k-range of the square of $\mathrm{k} \cdot \chi(k)$.
sqknc
This is the square root of the sum over the k-range of the square of $k^{n} \cdot \chi(k)$ where the plotting k -weight is used for n .
mkc
This is the sum over the k -range of $\mathrm{k} \cdot|\chi(k)|$.
mknc
This is the sum over the k-range of $k^{n} \cdot|\chi(k)|$ where the plotting k-weight is used for n .
mft
This is the maximum value of $|\chi(R)|$ within the R -range where the plotting k -weight is used for the Fourier transform.
sft
This is the sum over the R-range of $|\chi(R)|$ where the plotting k-weight is used for the Fourier transform.
These new ranking criteria tend to do a better job of correctly predicting which paths are important to a fit. That's a good thing. The bad thing is that they take quite a bit longer to compute than simply relying on FEFF's amplitude ratios.

The full suite of options are provided in order to replicate the analysis shown in the paper by K. Provost, et al. The "akc" and "aknc" choices tend to be reliable.

You can select which criterion to use on the interpretation page by setting the § Pathfinder $\rightarrow$ rank configuration parameter to "feff" or to one of the acronyms above.

You can compare the evaluations of the ranking criteria by pressing the "Rank" button in the toolbar. This calculation takes about a third of a second per path. If there are a lot of paths in the interpretation, this can be a bit time consuming. At the end, a text dialog with the various rankings for each path is displayed. As can be seen in the figure below, there is some variation between the criteria, but all of them differ substantially from FEFF's importance factors.

This improvement upon FEFF's path selection tool is adapted from K. Provost et al., J. Synchrotron Radiat.,

| 40 Path rankings |  |  |  |  |  | $-\square \times$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \# Path rankings |  |  |  |  |  |  |
| \# index | feff | akc | aknc | sqkc | sqknc | mk |
| 0000 | 100.00 | 81.02 | 80.57 | 82.83 | 82.51 | 82 |
| 0001 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100 |
| 0002 | 27.12 | 24.16 | 23.29 | 26.08 | 23.69 | 23 |
| 0003 | 16.39 | 8.75 | 8.33 | 9.47 | 8.74 | 8 |
| 0004 | 8.22 | 4.98 | 3.77 | 7.55 | 5.75 | 5 |
| 0005 | 8.22 | 5.39 | 4.28 | 7.36 | 5.65 | 5 |
| 0006 | 10.05 | 6.90 | 7.12 | 7.10 | 7.81 | 6 |
| 0007 | 2.62 | 1.25 | 1.02 | 1.62 | 1.31 | $1)$ |
| 0008 | 22.90 | 15.14 | 12.94 | 19.06 | 15.27 | 14. |
| 0009 | 2.72 | 0.80 | 0.79 | 0.82 | 0.85 | 0. |
| 0010 | 2.08 | 1.71 | 1.57 | 1.90 | 1.73 | 1. |
| 0011 | 11.55 | 16.42 | 17.59 | 15.11 | 16.94 | 16. |
| 0012 | 6.52 | 3.88 | 3.28 | 4.97 | 3.93 | 3. |
| 0013 | 3.63 | 1.69 | 1.26 | 2.54 | 1.94 | 1. |
| 0014 | 11.05 | 7.72 | 5.87 | 11.01 | 8.66 | 7. |
| 0015 | 6.72 | 5.73 | 5.77 | 5.88 | 5.67 | 5. |
| 0016 | 13.69 | 10.92 | 11.66 | 10.34 | 11.19 | 10. |
| 0017 | 6.92 | 5.73 | 6.20 | 5.39 | 5.92 | 5. |
| 0018 | 2.67 | 2.15 | 2.33 | 2.02 | 2.28 | 2. |
| 0019 | 6.81 | 6.50 | 6.86 | 6.15 | 6.60 | 6. |
| 0020 | 2.26 | 0.96 | 0.71 | 1.53 | 1.09 | 0. |
| 0021 | 551 | 250 | 201 | 3.67 | 2.70 | 2. |
| Save |  |  |  |  |  |  |
| Close |  |  |  |  |  |  |

Figure 4.9: The report on the path ranking calculation.
(2014), submitted.

None of the path ranking criteria currently use $\sigma^{2}$ when they are being evaluated, but that would be an interesting consideration.

### 4.3 The Path-like tab

One of the powerful new features in Artemis is the ability to define "path-like" objects. A path-like object is one which can be treated like a normal path from FEFF. It can be used in a fit and it can be plotted. It is not, however, the result of a normal FEFF calculation. Instead, FEFF has been run in some special way to generate a theoretical $\chi(k)$ spectrum for something different from all the items listed on the Paths tab.

ARTEMIS defines a number of kinds of path-like objects. Controls for generating these things are divided into different pages accessible by the menu at the top of the Path-like tab. The first item in that menu is for defining "SSPaths".

### 4.3.1 Single Scattering Paths

The concept of a Single Scattering Path (or SSPath) is that it uses the potentials from a FEFF calculation to compute the single scattering contribution from an atom that exists in that FEFF calculation but at a distance not represented in the list of cartesian coordinates.

In the example show, a FEFF calculation has been run on, a trigonal perovskite-like material with 6 oxygen scatterers at $1.93 \AA, 8$ La scatterers at 3.28 Åor $3.34 \AA$, and 6 Co scatterers at $3.83 \AA$.

Suppose we had some reason to wonder what a Co scatterer at a distance of $3 \AA$ Åwould look like in a fit. (For example, we might suspect that some phase segregation happened during synthesis, resulting in some CoO.) In that case, the distance on the SSPath page would be set to 3.0 and the Co scatterer would be selected from the group of radio buttons. This group of radio buttons corresponds to the list of unique potentials in


Figure 4.10: The Pathlike tab.
the input data for FEFF.


Figure 4.11:

The method for associating this SSPath with data will be explained in the next chapter (Sec. 5 on page 47). For now, we simply jump ahead and compare the normal Co scatterer at $3.83 \AA$ (blue) with the SSPath computed at $3 \AA$ (red).
Use of SSPath for modeling scatterers at such a long distance is much superior to using a quick first shell theory (Sec. 5.3 on page 54). The advantage of this approach is that it uses well constructed scattering potentials - i.e. potentials from a real structure to make the special path. Using the quick first shell technique on a path this long results in poorly constructed potentials. This is explained in detail in the extended discussions chapter (Sec. 15.1 on page 120).

### 4.3.2 FSPaths

Model the effect of variable forward scattering angle in nearly collinear multiple scattering paths.

To Do: FSPaths have not yet been implemented.

### 4.3.3 Histogram paths

To Do: Document the histogram system.

### 4.4 The Console tab

Any messages from the ATOMS and FEFF runs are displayed in this windows, including error messages. If you suspect something has gone wrong in your FEFF calculation, check this tab. If the problem is one that is recognized by ARTEMIS, you will a helpful diagnostic suggestion.


Figure 4.12: The Console tab.

## Chapter 5

## The Path page

In this chapter, the method for associating paths with data sets is explained. We will also see how to begin constructing a fitting model.

Shown below is the Data window, which we have already seen (Sec. 3 on page 23), with some data from a gold foil already imported. I have passed the cursor over the active text which says "Import crystal data or a Feff calculation". Clicking will open the standard file selection dialog, prompting you for an 'atoms.inp', 'feff.inp' or CIF file. The same thing can be done by clicking the "Add" button above the Feff list in the Main window, by selecting "Open project of data" from the File menu in the Main window, or by using the Control-o keyboard shortcut.


Figure 5.1: The Data window with no paths associated.

From the file dialog, I select an 'atoms.inp' file containing these crystal data:

```
title gold
space f m 3 m
a = 4.08 rmax = 6.00 core = Au1
atoms
\begin{tabular}{llll}
Au & \(0.00000 \quad 0.00000 \quad 0.00000 \mathrm{Au} 1\)
\end{tabular}
```

This crystal data is entered in a FEFF window and posted to the screen.


Figure 5.2: The ATOMS and FEFF window containing gold metal crystal data.

Running atoms then feff results in this path list:

By clicking on path 0000 in the list then shift-clicking on path 0012 , the first 13 paths are selected

Now click on any of the selected paths. While holding down the left mouse button, drag those paths over to the right side of the Data window and drop them by releasing the mouse button. This will place all 13 of those paths in the path list on the Data window containing the data on the gold foil.

At this point we can begin examining the paths by plotting them along with the data. The path plotting tools are explained in the chapter on the Plot window (Sec. 8 on page 67).

Also at this point, we can begin creating a fitting model to fit the gold foil data using these paths from the FEFF calculation.

### 5.1 Setting math expressions



Figure 5.3: The path list for the gold metal calculation.


Figure 5.4: The first 13 paths have been selected.


Figure 5.5: The Data window has been populated with the 13 paths from the Feff calculation.

Once some paths have been dragged from the FEFF window onto the Data window containing the gold foil data, it is time to begin defining math expressions for the path parameters. In the following figure, the path corresponding to the first coordination shell has been selected from the path list. A path is selected by left clicking on its label in the path list. Doing so, displays that path on the right side of the Data window.

At the top of the Path page are two checkboxes. One is used to include and exclude a path from the fitting model. In this way, you can control which paths are used in a fit without having to remove them from the path list. The other check box is used to indicate if the current path should be transfered to the plotting list in the Plot window at the end of a fit.

To Do: Implement and explain the two items in the "other path options" pane.

The text box contains a brief description of the geometry of the scattering path. For a path with degeneracy greater than 1 , the scattering geometry of one of the degenerate paths is shown. The simple explanation of the shape of the path and its heuristic importance are also given in the text box.

To Do: Implement a way to display a text box which shows all the paths contributing to the degeneracy + report on fuzziness of the degeneracy.

Beneath the scattering geometry is a table of path parameters labels and text boxes. Math expressions are entered into these text boxes.


Figure 5.6: Math expressions have been set for the first shell path.

In the preceding image, a simple fitting model appropriate for a cubic, monoatomic material like our gold foil has been entered for the first shell path. This includes simple expressions for $S_{0}^{2}$ and $E_{0}$ consisting of variables that will be floated in the fit. A model of isotropic expansion (Sec. 15.3 on page 128) is provided
for $\Delta R$. The $\sigma^{2}$ path parameter is expressed using the correlated Debye model (Sec. 15.4 on page 132). The other path parameter text boxes have been left blank and will not be modified in the fit.

This, of course, establishes the parameterization only for the first path. The same editing of path parameter math expressions must happen for all the other paths used in the fit.

The most straightforward way to do this editing chore is to click on each successive path in the path list, then click into each text box, then type in the math expressions. That, however, is both tedious and error-prone.

For math expressions that are the same for every path $-E_{0}$ is a common example - ARTEMIS provides some automation tools. Each of the path parameter labels on the Path page is sensitive to either left or right click. Either kind of click posts a menu like the one of the right. The top option is used to erase the contents of the associated text both, but only on this path.

The next four options are used to push the math expression for the associated path parameter onto other paths. These four options allow some control over the paths that are targeted to receive the pushed path parameter values.

```
Clear Soa
```



```
    Export this So'2}\mathrm{ to every path in THIS data set
    Export this So to every path in EVERY data set
    Export this So 年to marked paths in THIS data set
    Grab So from next path
```

Figure 5.7:

The last two options are used to grab the math expression from one of the surrounding paths.

The menu that pops up for the $\sigma^{2}$ parameter has two additional options. One inserts a math expression for using the correlated Debye function for $\sigma^{2}$, the other inserts the math expression for an Einstein model. Both the Debye and Einstein functions (Sec. 15.4 on page 132) depend on the measurement temeprature and a characteristic temperature. Typically, the measurement temperature is a set variable and the characteristic temperature is a guess. When either function is inserted into the text box, parameters are automatically created on the GDS page (Sec. 6 on page 55).

The Path menu on the Data page offers a way of pushing all the path parameters from the displayed path to other paths. The same options for targeting other paths are presented.


Figure 5.8: Push all path parameters to other paths.

### 5.2 Marking and Plotting

The check buttons next to each path in the path list are central to many features in ARTEMIS related to plotting and other tasks. Along with all of the tools in the Mark menu, you can mark a group of paths by clicking elsewhere on the path list while holding down the shift key. Doing so marks all paths between the selected one and the one shift-clicked upon.

Control-clicking on the path list is also a special function used for two purposes. Doing a control-click starts a drag-and-drop with the path you click on. Dropping the path on another data window, copies If you drop the path on the same path list, that path to that Data set. Dropping the path on the same path list is equivalent to cloning the dragged path, with the clone being appended to the end of the path list.

Caution: Mistakenly control-clicking rather than shift-clicking will likely result in a path being cloned. This can be surprising and confusing, so take care!

## To Do: Write a page about tools for building MDS fits

### 5.2.1 Moving paths to the Plotting list

ARTEMIS has no special plot types involving individual paths like those for the data sets (Sec. 3.1 on page 25). Any plots with paths are constructed using the Plotting list on the Plot window (Sec. 8 on page 67). There are three ways of moving individual paths to the Plotting list.

1. The blue button with the squiggly line in the upper left corner of the Path page transfers that path to the Plotting list.
2. A path will be transferred automatically after a fit if its "Plot after fit" button is checked.
3. The set of marked groups will be transferred when "Transfer marked" is selected from the Actions menu. This is probably the most common way of constructing plots involving paths.

Another new feature in this version of ARTEMIS related to plotting is called a "virtual path", or a "VPath". A VPath is an ensemble of normal paths which are summed. The sum is then plotted in k-, R-, or q-space. A VPath is made by marking a set of paths then selecting "Make VPath from marked" from the Actions menu. VPaths are discussed in more detail the chapter on the Plot window (Sec. 8.3 on page 71).

When the VPath is created, it is placed in the VPath tab in the Plot window and in the Plotting list. The VPath list contains tools for renaming and discarding VPaths, displaying its constituants in the Main window status bar, and a VPath onto the Plotting list. (Remember that, unless the "Freeze" button is clicked, the Plotting list is cleared and repopulated after each fit.)

### 5.2.2 Phase corrected plots

When the Data page button labeled "Plot with phase correction", plots using that data set and/or any of its paths will be plotted with phase correction. This means that the contributions of the central and scattering atom phase shifts will be removed before the Fourier transform. This has the effect of shifting the peaks in $\chi(R)$ by about $+0.5 \AA$, such that the first shell peaks at an R value close to the physical interatomic distance between the absorber and first shell scatterer.


Figure 5.9: Here is an example of a VPath. On the left is data on a gold foil plotted as $\operatorname{Re}[\chi(R)]$ with the fourth shell single scattering path and the two collinear multiple scattering paths involving the fourth neighbor and the intervening first shell neighbor. This is a rather cluttered plot due to the phase relationship between these three paths. On the right, the VPath composed of those three paths is plotted along with the data. This is a much cleaner plot and gives you a sense of the net impact of the fourth neighbor on the fit.

The phase information is taken from one of the paths. Each path has a button labeled "Use this path for phase corrected plotting". These buttons are exclusive - only one path per data set can have its button ticked on. The phase information from that path is used for the phase corrected plots.

If you turn on phase corrected plotting without having selected a path to use, ARTEMIS will issue a warning in te status bar and turn phase corrected plotting back off. You must select a path to use as the source of the phase information.

Note that, when making a phase corrected plot, the window function in R is not corrected in any way.
Also note that the phase correction propagates through to $\chi(q)$. While the window function will display sensibly with the central atom phase corrected $\chi(q)$, a "kq" plot will be somewhat less insightful because phase correction is not performed on the original $\chi(k)$ data.

### 5.3 Using path-like objects

### 5.3.1 SSPaths

### 5.3.2 Quick first shell paths

### 5.3.3 Empirical paths

## Chapter 6

## The GDS window

This is the big trick in ARTEMIS:

The parameters of the EXAFS equation are not the parameters of the fit. The parameters of the EXAFS equation are written in terms of the parameters of the fit.

As a consequence, path parameter values are math expressions. These math expressions are functions of the actual fitting parameters.

Some of these math expressions are quite simple. For example, in the gold metal example in the previous chapter (Sec. 5.1 on page 48), the math expressions for $S_{0}^{2}$ and $E_{0}$ were simple function of a single parameter. The math expression for $\Delta R$, however, was a function of alpha and reff, while the $\sigma^{2}$ math expression used the debye function and two parameters.

All of these parameters must be defined in the GDS window. This window contains a grid with a series of buttons down the right side. It is displayed and hidden using the GDS button on the left side of the Main window. Here are the contents of the GDS window from the gold metal example. The four variable parameters in the fit along with the fixed sample temperature needed by the debye function are shown. A new variable parameter is being defined in line 6 .

The second, third, and fourth columns in the grid are filled by simple text boxes. The first column contains a drop down menu from which the parameter types can be chosen.

### 6.1 Parameter types

Every parameter of any type used in any math expression must be defined on the GDS widow. Any variable parameter defined on the GDS window must be used in a math expression.

There are 9 types of parameters in ARTEMIS. They are color coded in the grid to give you a visual indication of each parameter's type.

| a | Attemis [GDS] Guess, Def, set parameters |  |  |  | $-\times x$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Type | Name | Math expression | Evaluated | $\vartheta$ Use best fit (2) Reset all |
| 1 | guess | amp | 1.00000 | 1 |  |
| 2 | guess | enot | 0 | 0 | \% Highlagt |
| 3 | guess | delr | 0 | 0 |  |
| 4 | guess | ss | 0.00300 | 0.003 | (3) Evaluate |
| 5 | set | cic2 | 1.39500 | 11.395 | Simport cos |
| 6 | guess | c1c3 | 2.41700 | 2.417 |  |
| 7 | def | c1c4 | 2.79000 | 2.79 | E Export cos |
| 8 | set | gamma | 120 $\mathrm{pi}^{\text {i } / 180}$ | 2.0943951023932 | \$ Discard all |
| 9 | louess | eta | 150*pi/180 | 2.61799387799149 |  |
| 10 | skip | brc1 | 1.896 + delr | 1.896 | + Add ${ }^{\text {c }}$ |
| 11 |  | tanth |  | 11.3776032090003 | Q About CDS |
| 12 | restrain | theta | atan(tanth) | 1.48312963182702 |  |
| 13 | after | brc2 | (brcl-c1 c2)* $\cos ($ gamma/2)/ $\cos$ (theta) | 2.86107689515679 |  |
|  | penalty |  |  | $\xrightarrow{-}$ |  |
| c1c2: | merge |  |  |  |  |

Figure 6.1: The ARTEMIS GDS window.

## guess

(purple) This is a parameter of the fit. Its value will be adjusted to find the best fit of the model to your data.
def
(green) This is a parameter that is defined as a math expression dependent upon other guess, def, or set parameters. Its value is updated throughout the fit. As discussed elsewhere in this manual, sophisticated use of def parameters is key to successful model building and effective use of artemis.
set
(black) A set parameter is one that is evaluated at the beginning of the fit, but not evaluated subsequently. Although a set parameter can take a math expression as its value, it is more typically used to represent a constant value used elsewhere in the fitting model.

## lguess

(dark purple) An lguess parameter is a tool used to simplify model creation for a multiple data set fit. It can be used in math expressions for two or more data sets. When the fit started, an actual guess parameter will be created for each data set in which the lguess is used. As an example, suppose your multiple data set fit includes data on a series of binary alloys. If x is a mixing parameter between the two alloys and is different for each sample, you might then use math expressions containing x and (1-x) for $S_{0}^{2}$ parameters of paths representing the two metallic species in each fit. With x an lguess parameter, independent mixing parameters will be floated for each data set. The point, then, of an lguess is to facilitate the chore of editing path parameter math expressions using ARTEMIS' tools for pushing path parameter values across paths. This is discussed in more detail in the discussion of the characteristic value (Sec. 15.2.2 on page 127).
skip
(gray) A skip parameter is one that is not used in any capacity in the fit, but which you do not want to discard from your fitting project.

## restrain

(darkyellow) A restraint is a math expression that is evaluated and added in quadrature to $\chi^{2}$ to evaluate the fit. That is, the fit is optimized in the presence of the restraint. The point of this is to add prior knowledge to a fit. Restraints will be discussed in more detail later in this document.

## after

(blue) An after parameter is very similar to a def parameter in that it takes a math expression that depends on other parameters. It is not, however, used in any way in the fit. Instead, it is evaluated at the end of the fit and reported to the log file. This is used to make interesting calculations based on other parameters as part of the record of the fit.

## penalty

(brown) This takes a math expression representing a user defined penalty to the happiness calculation. This feature has not yet been implemented in ARTEMIS.

## merge

(XSwhite on red) A merge parameter is a parameter which has been multiply defined under the same name as part of combining fitting projects or importing structural units. A fit cannot proceed with any parameters in this state. This feature has not yet been implemented in ARTEMIS.

## To Do: Penalty and merge parameters have not been implemented.

### 6.2 User interaction

## To Do: Explain drag and drop

### 6.2.1 Button bar

The stack of buttons on the right side of the GDS window contains many of the main functions of the GDS window.

## Use best fit

This button makes the most recent best fit value into the initial guess for every guess parameter in the grid.

## Reset all

This button tells IFEFFIT to reset all parameters to their initial values.

## Highlight

This button prompts you for a string. All parameters with names or math expressions matching the string provided will be highlighted with a yellow background. This feature is particularly useful in large fitting models with many parameters. In the image above, you can see that all parameters matching "brc1" have been highlighted. The string to match can actually be any valid Perl regular expression.

## Evaluate

Clicking this button will evaluate all parameters and insert their evaluations into the fourth column of the grid. This is used to "spell-check" your math expressions for def and other parameters. In the image above, this button has been clicked and the evaluations have been inserted into the fourth column.

## Import/export

The next two buttons are used to import or export a simple text file with the names and definitions of all the parameters.

## Discard all

This button does just that, after prompting to be sure that is what you want to do.

## Add a site

This button appends a blank row to the end of the grid.

### 6.2.2 Keyboard shortcuts

When one or more rows are selected, you can use the following keyboard shortcuts to change the parameter type of that set of parameters.

- Alt - (g) convert to guess
- Alt - © : convert to def
- Alt - S : convert to set
- Alt) - (0) : convert to lguess
- Alt - \& : convert to skip
- Alt - © : convert to restrain
- AIt - (a) convert to after
- Alt - © : convert to penalty


### 6.2.3 Context menu

Clicking on a line in the grid selects the entire line. Control clicking of a line adds that line to the selection. Shift clicking adds all lines between the selected and clicked upon lines.

Right clicking on any line in the grid, including the label containing the line number, will post the menu shown on the right.

## Copy, cut, paste

These three options copy, cut, and paste lines from or to the GDS grid. The cut function is one way of discarding a parameter. Another is to simply delete the name in the second column.

## Insert blank lines

Copy selected
Cut selected
Paste below amp
Insert blank line above amp
insert blank line below amp
Change selected to
Grab best fit for selected
Build restraint from amp Build restraint
Annotate amp

Find where amp is used Rename amp globally
Explain
Figure 6.2:

The insertion options complement the "Add a site" button by adding blank rows to the middle of the grid.

## Change parameter type of selected lines

This sub-menu provides yet another way of changing the parameter type of the selected lines of the grid. If you have more than one line selected, they will all get changed to the option you choose from the submenu.

## Grab best fit

This changes theinitial guess of the selected lines to the most recent best fit value(s).

## Build restraint

This posts a dialog that helps you name and define a restraint based upon the value of the parameter in the line clicked upon. This will use IFEFFIT's penalty function with the lower and upper bounds as its arguments and multiplied by the scaling factor. The example shown will make this restraint:

```
restrain res_enot = 1000 * penalty(enot, -5, 5)
```

and add it to the end of the grid. The penalty function will evaluate to 0 when enot stays between -5 and 5 . As the value of enot strays outside that range, the restraint will evaluate to a value of 100 times the distance outside the range. This, then, is added in quadrature to $\chi^{2}$ when the fit is minimized. You can read more about this, including how to choose the value of the scaling parameter, in the discussion of restraints (Sec. 15.5 on page 134).

## Annotate

This prompts you for a text string to describe the parameter in the line clicked upon. The intent is to allow you document the role of the parameter in your fitting model. This annotation is displayed in the GDS window's status bar when that line is selected.

## Find parameter

This posts a small window with a text box reporting all GDS parameters and path parameters which have math expressions containing this parameter.

## Rename parameter globally

This allows you to rename a parameter and have its new name inserted every place in the fit where that parameter is used. All instances in other parameters on the GDS page and in the math expressions for parameters of all paths will be changed. Essentially, this is a global search and replace.

## Explain

Finally, the items in this submenu write a short text to the status bar explaining the various parameter types.


Figure 6.3:

## Chapter 7

## Running a fit

ARTEMIS is, admittedly, a complex and non-intuitive program. There are good reasons for ARTEMIS being the way it is, although those reasons may not be clear if you are coming to the program for the first time. While it is important that easy things be easy in ARTEMIS, letting hard things be possible is central to the intent of the program.

Most of the complexity revolves around the central premise in IFEFFIT and ARTEMIS:

The parameters of the EXAFS equation are not the parameters of the fit. The parameters of the EXAFS equation are written in terms of the parameters of the fit.

As a consequence, we have the GDS window where the parameters of the fit are defined and the various Path pages where those parameters are used.

It is instructive to understand a little bit about how the fitting model is structured internally. The basic definition of a fit consists of three things: (1) a list of one or more GDS parameters, (2) a list of one or more data sets, and (3) a list of one or more paths. To make a fit, all three of those lists must somehow be defined.

The list of data sets is taken from the Data list in the Main window. All data sets in the Data list which have the "Include in fit" button checked on will be used in the fit.

Each data set has a list of one or more paths associated with it. In ARTEMIS a path is associated with a data set by dragging and dropping it onto a data set's path list. The contrapositive is also true. All paths used in a fit must be associated with a Data set.

Paths typically come from a FEFF calculation explicitly initiated by the user. That is, the user imports an ATOMS input file, a FEFF input file, or a CIF file. FEFF is run and the interpretation list is displayed in the FEFF window. Paths are dragged from that list and dropped on a Data set. Thus paths are not only associated with a Data set, they are also associated with a specific FEFF calculation.

Each path must have its path parameters set in some manner, even if they are merely set to 0 or some other constant. Typically, path parameters are set to math expressions which depend functionally upon one or more parameters from the GDS page. Every GDS parameter used in a path parameter math expression
must be defined on the GDS window. Similarly, every guess or def parameter from the GDS window must be used in at least one math expression in your fitting model.

All paths which have their "Include in fit" button checked on will be used in the fit.
When the fit begins, ARTEMIS digs through all the windows, finding all data sets, paths, and GDS parameters. It runs a number of sanity checks to avoid certain obvious situations which will result in an unsuccessful fit. It then makes sure that all of IFEFFIT's data structure are up to date with respect to your current settings in ARTEMIS. The fit is run. Statistics, including error bars and correlations, are calculated. A log file is written, a plot is made, and the various colored buttons are set according to the fit happiness.

## That's a fit!

There are some details of the fitting process that are configurable (Sec. 12 on page 85). For instance, the log file can be displayed in either the Log window or in the History window after the fit finishes. You can also choose not to have it display automatically. This is set by $\S$ Artemis $\rightarrow$ show_after_fit.

The plot that is made upon completion of the fit is also configurable. The default is to have an Rmr plot (Sec. 3.1 on page 25) made containing the data and the fit. Any of the five plot types from the Data window can be chosen as the after-fit plot. You may also choose to have the contents of the plotting list plotted in k-, R -, or q -space. This adds value to the "Plot after fit" buttons on the Data window and Path pages. You may also choose to have no plot displayed automatically after the fit. This is set by $\S$ Artemis $\rightarrow$ plot_after_fit.

The fit name and fit description text boxes from the Main window are also useful for customizing your fit as well as the course of a fitting project. The fit name is used in many places - most notably in the legends of plots. Thus you may find it useful to select descriptive names for each of your fits. The fit description is written to every log file and can be used to document features of your current fitting model and how it relates to the development of your fitting project.

### 7.1 Sanity checking your fitting model

ARTEMIS is complex and it is quite easy to make mistakes. Many common mistakes are obvious and discoverable by automated analysis of the fitting model. Before running a fit, ARTEMIS applies each of the following test to your fitting model. If any of them are triggered, the fit is halted and a (hopefully) useful error message is posted in the Log window. Think of this like artemis' spell checker!

Any problems that are found must be corrected before ARTEMIS will allow the fit to proceed.

1. Check that any files associated with the data or the FEFF calculations exist.
2. Check that all guess parameters are used in at least one def parameter or path parameter.
3. Check that no def parameter or path parameter uses an undefined parameter.
4. Check that none of these typos -"++", "-", "//", or "***" - appear in any math expressions.
5. Check that all function names used in math expression (i.e. a word followed by parentheses) are valid functions in IFEFFIT.
6. Check that all GDS parameters have unique names.
7. Check that parentheses match in all math expressions, i.e. that every open penthesis has a matching close paremthesis.
8. Check that Fourier transform and fit parameters are sensible (for example $R_{\min } ; R_{\max }$ ) for all data sets.
9. Check that the number of guess parameters is less than.
10. Verify that $R_{\min } \geq \mathrm{R}_{b k g}$ for data imported from an ATHENA project file.
11. Verify that $\mathrm{R}_{e f f}$ for each path is not well beyond $R_{\max }$. The margin beyond $R_{\max }$ that a value of $\mathrm{R}_{\text {eff }}$ is acceptable is set by $R_{\max }+0.2$ plus the val § Warnings $\rightarrow$ reff_margin.
12. Check that various compiled-in limits (e.g. maximum number of paths or maximum number of set parameters) in IFEFFIT are not exceeded.
13. Check that parameters do not have the same names as ifeffit program variables. For example, things like pi or dr1 are not allowed since IFEFFIT uses those strings for other purposes.
14. Check that there are no unresolved merge parameters.
15. Check that GDS math expressions do not have loops or cycles in their definitions. For example, either of the following would trigger this error.
```
guess x = x # with apologies to Laurie Anderson fans....
guess a = b
def b = c
def c = a
```

16. Check for obvious cases of a data set used more than once.
17. Check that each data set used in the fit has at least one path assigned to it.

As a side note, item 15 is particularly interesting. DEMETER does a simple lexical analysis on the ensemble of math expressions defined on the GDS window, then uses a formal graph theory tool to develop a graph depiction of the parameters. Loops (like the first example) and cycles (like the second) a trivially evident when the parameters are viewed as a formal graph. That was a really fun part of DEMETER to write.

### 7.2 The heuristic happiness parameter

ARTEMIS evaluates a variety of statistical parameters relevant to the evaluation of your fit. These include the fitting metric $\chi^{2}$, the fitting metric normalized by the degrees of freedom in the fit $\chi_{\nu}^{2}$, an R-factor, and uncertainties on and correlations between the variable parameters.

In a formal sense, the most important of these parameters is $\chi_{\nu}^{2}$, which is the statistical parameter allowing you to distinguish between different fitting models applied to the same data. Unfortunately, $\chi_{\nu}^{2}$ is difficult to interpret directly. In practice, the EXAFS analysis problem using FEFF is not a well-posed problem in the sense required by Gaussian statistics. This is true for a variety of reasons. In EXAFS, the signal is not ideally packed - that is, the signal is not composed of pure sine waves. In general, you cannot guarantee that errors in your fitting parameters are normally distributed. In general, we cannot actually identify and enumerate all sources of measurement error, many of which are complex and systematic, such as sample inhomogeneity, detector non-linearity, and so on. Finally, we do not know the true line shape of our signal - instead we use FEFF to approximate the lineshape.

For all those reasons, $\chi_{\nu}^{2}$ is rarely - if ever - close to 1 as expected for a good fit. Although $\chi_{\nu}^{2}$ for different fitting models can be compared effectively, it is, generally speaking, not a sufficient criterion for evaluating the quality of an individual fit.

Happily, this is not an insolvable problem. After decades of analyzing EXAFS data, using FEFF, and using IFEFFIT, we know a lot about what constitutes a good fit. For instance, a good fit has a small R-factor, which is a measure of the percentage misfit between the data and theory. We know things about individual parameter types, e.g. that an $E_{0}$ is rarely more than 10 eV or less than -10 eV , that $S_{0}^{2}$ and $\sigma^{2}$ should never be negative. We know that a robust fit does not have excessive correlation between variable parameters.

ARTEMIS offers a heuristic tool called "happiness" which is an attempt to enumerate the knowledge and experience we bring to a fit. After a fit, this heuristic parameter is evaluated and reported in the log file. It has no meaning other that to give you a general sense of how the fit came out.

Caution: The word "happiness" was chosen for this parameter because it is a silly word in a statistics context. Happiness is an ad-hoc, semantic metric. It has no basis in formal statistics. It is essentially meaningless and should NEVER be published. NEVER!

### 7.2.1 Evaluation of the happiness parameter

The happiness parameter begins with a value of 100 , indicating complete happiness. After the fit is evaluated, a series of tests are run against the fitting results. If a test hits, it removes points from the happiness. The final evaluation is reported in the log file and used to color the Fit and plot buttons.

## R-factor

Assess a penalty for an $R$-factor that is larger than 0.02 . That is, any fit which has 2assessed a penalty. Above that, the penalty scales linearly in R -factor up to a maximum penalty of 40 .

## Parameter values

After every path parameter for every path is evaluated, assess a penalty of 2 for each path parameter that fails a sanity check. The sanity checks include checking that $E_{0}$ is not too large either positively or negatively, checking that neither of $S_{0}^{2}$ or $\sigma^{2}$ is negative, and checking that neither of $\sigma^{2}$ or $\Delta R$ is too large.

## Restraints

If any restraints are placed upon the fit, assess a penalty for every restraint which evaluates to something non-zero. The penalty scales linearly with the size of the evaluated restraint.

## Number of independent points

Assess a penalty if the number of guess parameters is larger than $2 / 3$ of the total number of independent points as evaluated by the Nyquist criterion. Above the $2 / 3$ threshold, the penalty scales linearly.

## Correlations

Assess a penalty for each correlation that exceeds a cutoff value.

## Penalty parameters

Assess a penalty equal to the evaluation of a penalty parameter.
To Do: Penalty parameters have not yet been implemented.

### 7.2.2 Configuring the happiness evaluation

Note that everything above is something that Bruce made up out of whole cloth, inlcuding the parametriza-
tion. That said, every part of the happiness calculation is configurable. That means that you, the user, can tune the happiness evaluation to report on fit quality in a way that is meaningful and useful for your data and your fits.

The configuration parameters are spread over two configuration groups (Sec. 12 on page 85). The parameters in the Happiness group control the evaluation of the penalties. Those in the Warning group control the assessment of path parameter values.

For example, to tune the assessment of the penalty for an excessive number of guess parameters, you can change two configuration parameters. § Happiness $\rightarrow$ nidp_cutoff default to $2 / 3$ and sets the cutoff below which no penalty is assessed. This parameter is interpreted as a fraction of total number of independent points in the fit. § Happiness $\rightarrow$ nidp_scale sets the maximum penalty to assess for using up all the independent points.

The path parameter penalties can also be fine tuned. A couple examples: the value above which a penalty is assessed for an excessively large $E_{0}$ is set with $\S$ Warnings $\rightarrow e 0 \_$max and the assessment of a penalty for a negative $\sigma^{2}$ can be turned off by toggling $\S$ Warnings $\rightarrow$ ss2_neg.

Since this happiness thing is an artificial and statistically meaningless creation, it can be changed as you like. Do you have any ideas for penalty assessments? Let Bruce know! Do you have a suggestion for how the existing penalties should be tuned? Send your configuration parameter values to Bruce!

### 7.3 Using path-like objects

Another of the new features in the version of ARTEMIS is the ability to make interesting things that are constructed from tools that FEFF provides, but which are not paths in the traditional sense of being strictly associated with one of the 'feffNNNN. dat' files that comes from a normal execution of FEFF.

Some of these path-like objects are directly associated with a particular FEFF calculation. For example, an SSPath created on the Path-like tab on the FEFF window is created directly from the scattering potentials from that FEFF calculation. Similarly, a histogram-based path-like object also uses a particular FEFF calculation.

Other path-like objects either have a hidden relationship with a FEFF calculation or none at all. The path from a quick first shell theory calculation does have a FEFF calculation associated with it, but it is done in a way that the user never interacts with that calculation. The quick first shell path does not have an entry in the FEFF list on the Main window. An empirical standard, as the name implies, is derived from data and therefor is not associated with any FEFF calculation.

Although each of these path-like objects derives from a different place than a typical path, ARTEMIS presents them to the user identically. Each kind of path-like object is displayed using all the same controls as a normal path and each is parametered and used in a fit in the same way.

- For information about SSPaths, see Chapter XXX
- For information about histograms, see Chapter XXX
- For information about the quick first shell theory, see Chapter XXX
- For information about empirical standards, see Chapter XXX

To Do: Make these links

## Chapter 8

## Plotting data

You have already been introduced (Sec. 2.2 on page 20) to the basic functionality of the Plot window. In this chapter, all the details of ARTEMIS' plotting system will be explained. While artemis does not provide all the plotting capabilities offered by real plotting tools like Gnuplot, Origin, Excel, Kaleidagraph, and others, it does provide enough options to create interesting and instructive visualization of your EXAFS fitting project.

Let's briefly go over the basic features of the Plot window. The buttons at the top are used to make plots of data and paths in one of the three spaces. The data listed in the plotting list at the bottom of the Plot window will be included in the plots made with those three buttons.

The part of the complex $\chi(R)$ or $\chi(q)$ functions is controled by the two sets of radiobuttons at the top of the "limits" tab. Additional traces - the fit, the window, and so on - can be included by clicking on their check buttons. Finally, the plotting range along the x -axis can be set for each of the three spaces. At the top of the Plot window are a series of radio buttons used to set the k-weighting used in plots. A plot of $\chi(k)$ will be weighted by the specified factor of k . Plots of $\chi(R)$ or $\chi(q)$ will use that valule of k-weighting for the forward Fourier transform.

The "kw" option for k-weighting will use the user-specified value of k-weight for each data set included in the plot. That value will also be used for any paths associated with that data set.

Please note that the value of k-weight selected for plotting has no bearing on how the fit is performed. The k-weighting specified on the Data window is used to evaluate the fit. Fit evaluation and visualization are different tasks, each with their own value of k-weight.


Figure 8.1:

### 8.0.1 The plotting list

The contents of the plotting list are included in a plot made from the Plot window. There are a number of ways of populating the plotting list manually and there are tools for repopulating the list upon completion of a fit.

### 8.0.2 Populating the plotting list manually

The most basic way of moving a data set or a path to the plotting list is to click on a plot transfer button. These are the light blue buttons, 圈, at the top of the Data window. There is one to the left of the name of the data set. Clicking on this button inserts that data at the end of the plotting list. There is also a transfer button on each Path page to the left of the path's name.


Figure 8.2: The plot transfer buttons on the Data window and Path page

Clicking on any of the path transfer buttons inserts that path at the end of the plotting list.
In this way, the plotting list can be built up item by item. The order in which items are inserted into the plotting list is the order in which they are displayed in the plot. An item can be removed from a plot without removing it from the plotting list by unchecking its check box.

Of course, adding a number of paths to the plotting list by checking on their individual transfer buttons can be quite tedious. Transfering of items into the plotting list is another of the many chores that use the set of marked paths. Marking a path is done is by checking its check box in the Path list or by using one of the handy options in the Marks menu (Sec. 3.2.3 on page 30). Once a set of paths is marked, selecting "Transfer marked" from the Actions menu (Sec. 3.2.4 on page 31) will move that set in order to the end of the plotting list. By learning to use path marks effectively, you can quickly build interesting plots which include data along with many paths. Note that keyboard shortcuts exist for everything in the Mark and Actions menus. These are shown in the menus themselves. Learning these shortcuts makes setting up interesting plots much faster and easier.

The "Clear" button at the bottom of the Plot window is used to remove all content from the plotting list.
Items in the list can be reordered by dragging and dropping while holding down the control key. Note that an item will be placed after the item on which it is dropped.

Right clicking on an item will post a pop-up button for removing that item from the list. Selecting more than one path then right-clicking will post a menu with options for removing the selected paths or for altering their check buttons.

### 8.0.3 Refreshing the plotting list after a fit

After a fit finishes, the plotting list will be populated with all of the data sets and paths which have their "Plot after fit" button checked. On the Data window, this checkbutton is found in the "Other parameters" section at the bottom of the page. On the Path page, this checkbutton is directly below the name of the path at the top of the page.

Upon completion of the fit, the plotting list is cleared the repopulated with all the items selected for plotting after the fit. The data are inserted in the order they appear in the Data sets list in the Main window. Paths associated with that data set are inserted after their data set in the order they appear in that data set's path list.

The refreshing of the plotting list can be turned off by checking the "Freeze" button below the plotting list.

This will preserve the state of the plotting list as it appeared before starting the fit.

### 8.1 Stacked plots

With a large number of items in the plotting list, a plot may become quite hard to understand due to the large number of overlapping traces.

The "stack" tab holds controls for providing vertical offset between traces in a plot. The top set of controls works very similarly to the stacking feature in ATHENA. When the check button is clicked on, paths will be offset vertically as indicated by the the two values. The initial value is the offset applied to the data. All parts of the data (fit, window, etc) will also be plotrted with that offset. The second value is a vertical displacement between successive paths. Note that the displacement is downward that is, a value of +2 means to displace each path by -2 on the $y$-axis. In this way, traces appear in the same top-to-bottom order as the plot legend when a positive value is chosen.

The second group of controls is used to multiply paths by -1 before plotting. This results in the data pointing up and the individual paths pointing down. This feature is turned off when the check button for a stacked plot is clicked on.

The last control is used to specify a vertical offset between data sets when plotting


Figure 8.3: more than one data set from a multiple data set fit. Note that this stacking parameter and the individual data set stacking parameters will each provide some vertical offset, requiring careful consideration for an attractive plot.

### 8.1.1 Stacked plot



Figure 8.4: A stacked plot

Here is an example of a stacked plot. Shown are Co foil data, the fit function, and the fitting window. Offset downward are the paths from the first two coordination shells as evaluated in the fit. Note that the size of an appropriate offset depends on the k-weighting and on the space the plot is made it. ARTEMIS does not attempt to compute a sensible value - that is up to you.

### 8.1.2 Inverted plot



Figure 8.5: Plotting with inversion

Here we see a plot with inversion. This is the same fit as in the stacked plot above, except that the first two coordination shells as evaluated in the fit are pointing downward.

### 8.1.3 Data stack plot



Figure 8.6: A data stack plot

Finally, here is an example of stacked data sets. This is a multiple data set fit to dimethytin dichloride and monomethyltin trichloride. The visualize both parts of this fit, it is convenient offset the monomethyltin trichloride data and paths downward by enough to completely separate the traces associated with each data set. Again, the value of the offset depends on the k-weighting and on the sapce in which the plot is made.

### 8.2 Plot Indicators

In DEMETER, an indicator is a vertical line used to mark a specific position on the x -axis. In this example, it is the dotted pink line at $2.067 \AA$. An indicator for a position in R is not plotted in k or q . An indicator for a position in k or q is not plotted in R . Inidactors for positions in k or q are also plotted in q or k .

To set an indicator, click the target button, then click on a point in the current plot. Once set, the position and space can be edited using the associated choice menu and text control. The check button turns the indicator on or off in subsequent plots. The buttons at the bottom toggle the check buttons for each indicator.


Figure 8.8: Plot with indicator

### 8.3 Creating and plotting VPaths

A common problem with visualizing the paths that contribute to a fit occurs when several single and multiple scatteriung paths contribute spectral wieght in the same region of R spadce. In a well-ordered material like these data on a cobalt foil, a distant single scattering path may be of the same length as two or more important collinear multiple scattering paths. The fit involves a subtle superposition of all the paths in the fit. This single scattering path and its related multiple scattering paths all contribute spectral weight in the same region of R-space.



Figure 8.7:

Figure 8.9: A plot of overlapping paths
Plotting them together results in a complicated figure with lots of overlapping traces. It is hard to see how each path contributes to the fit. Indeed, it is hard to ascertain much beyond the fact that these three paths have a complicated phase relationship between them.

ARTEMIS offers a handy visualization tool called a virtual path, or VPath. A VPath is simply a group of
paths which are added together after being evaluated in a fit. The sum of these paths is then plotted as a single item in a fit. Here is the plot made with the VPath constructed from the three paths in the previous figure. While this plot hides the individual contributions of the three path, it shows how those three affect the fit when added together.


Figure 8.10: A plot with the overlapping paths made into a single VPath
The VPath is made by marking the contributing paths and choosing "Make VPath" from the Actions menu. You will be prompted for a name for the VPath. This name will be used to identify the VPath in a plot. The VPath is then inserted into the list of the VPaths tab.

Here is another example of how a VPath can help visualize the components of


Figure 8.11: a fit. The data in the follow two figures are of uranium $\mathrm{L}_{\text {III }}$ edge EXAFS of uranyl acetate in solution. Uranyl compounds are notable for having two, very short double-bonded oxygen atoms in a trans configuration and at a distance of about $1.78 \AA$. The remaining oxygen atoms lie in an equatorial plane. These are single-bonded and at a distance of around $2.4 \AA$.

The two axial oxygen atoms usually have a rather small and contribute very strongly at low R in the Fourier transform. Because those oxygen atoms are at such a short distance, there are a few multiple scattering paths that contribute significant spectral weight just beyond the region dominated by single scattering from the equatorial oxygen atoms.

Here is the plot the fit to the uranyl acetate data along with each of the single and multiple scattering paths that involve the axial oxygen atoms. Again, it is ahrd to appreciate how the various multiple scattering paths contribute to the fit.

In this case, it is nice to combine all these paths into a VPath which represents the


Figure 8.12: entire contribution to the EXAFS from the axial oxygen atoms.


Figure 8.13: A plot of the axial oxygen paths in uranyl acetate


Figure 8.14: A plot with the axial oxygen paths made into a VPath
8.3. CREATING AND PLOTTING VPATHS
$\qquad$
——

## Chapter 9

## The Log and Journal windows

### 9.1 The Log window

After the fit completes and the result of the fit is plotted, the Log window is displayed. The "Log" button on the bottom left of the Main window is used to display and hide this window.

All of the details of the fit are recorded in the text displayed in this window. Below the descriptive fitting properties displayed at the top in blue text are the main fitting statistics, including $\chi^{2}, \chi_{\nu}^{2}$, the R-factor, $\epsilon(\mathrm{k}), \epsilon(\mathrm{R})$, and counts of the number of independent points and the number of guess parameters. Those are followed by the details of the happiness evaluation (Sec. 7.2 on page 63). Two lines of the fitting statistics are colored with the same color determined from the happiness and used for the Fit button and the various plotting buttons.

Following the statistical parameters are tables of the guess, def, set, restraint, and after parameters. Error bars are given for the guess parameters. Correlations between guess parameters follow.

Scrolling down in this, you find tables of evaluated path parameters for each of the paths and each of the data sets. Note that unceretainties are not propagated through to the path parameters. In the current version of ARTEMIS, that chore is left for the user.

The text in the $\log$ file is identical to the log text from the most recent fit in the History window (Sec. 10 on page 77).

The buttons at the bottom of the Log window can be used to save the log to a text file or to print its contents.


Figure 9.1:

### 9.2 The Journal window

Clicking the "Journal" button on the right side of the Main window displays and hides the Journal window. This is simply a blank text box in which you can write notes about your fitting project or love letters to your collaborators. The text found in this box will be saved to and restored from the project file.

The buttons at the bottom of the Log window can be used to save the journal to a text file or to print its contents.


Figure 9.2:

## Chapter 10

## The History window

ARTEMIS keeps a complete history of your fitting project. After each fit, your fitting model and the state of the program are saved as part of the fitting project. When a project file is written, this history is stored in the project file. This allows you to compare fits or even to revert ARTEMIS to an earlier fit.


Figure 10.1: Fit history window
Interactions with the fit history are via the History window, which is shown and hidden using the History button on the left side of the Main window.

The History window shows two major controls. On the left is a list all fits performed as part of the fitting prject. Like many other lists in ARTEMIS, this contains elements that can be selected and marked. This list uses multiple selection, so control-clicking can be used to add to the selection and shift-clicking can be used to select groups of fits. Much of the analysis discussed below uses the selection. Some functionality uses the set of marked fits.

On the right is a notebook. The first tab is for displaying the $\log$ files from old fits. The log file displayed
when the most recent fit is clicked upon is identical to the log file displayed in the Log window.
You may find that there is a short pause between clicking on a fit and seeing its log file displayed. When importing a project file, ARTEMIS delays importing the fits until one is explicitly needed. For a large project file, this greatly speeds up import at the small cost of a pause when examining log files.

Each fit in the list will display a context menu when right clicked. Again, there may be a short pause before the menu gets posted. In that menu are a variety of functions related to the fit history.

## Restore fitting model

An prior fitting model can be restored. This will clear all of ARTEMIS's windows and replace them with content from that fit.

Restore fitting model from "fit 12 "
Save log file for "fit 12"
Export "Fit 12 "
Discard "Fit 12"
Discard marked fits
Show YAML for "fit 12"

Figure 10.2:

## Save log file

The $\log$ file displayed can be written to a text file. You will be prompted for a file name and location.

## Export fit

The fit can be exported to an ARTEMIS project file containing only that fit in the fit history.

## Discard fit(s)

The current or the set of marked fits can be discarded from the project.

## Show YAML

The last item is a tool used to help debug problems in ARTEMIS. It displays ARTEMIS's internal representation of the fit in a text window.

### 10.1 Reports on fits

The second tab is used to analyze groups of fits. In the example shown above, the progression of $\chi_{\nu}^{2}$ values throughout the development of the fitting model is shown both as a textual report and as a plot. Similar plots can be made for individual parameter values.


Figure 10.3:

Only the marked fits are included in the report. If no fits are marked, then all fits will be marked before the report is generated. Simple controls for setting the marks are at the bottom of the list. The buttons marked "All" and "None" set and clear all marks. The "Regexp" button will prompt you for a pattern to match against all fit names.

When a fit is selected from the list, the "Select parameter" menu is populated with the names of the parameters used in that fit. All parameter types are included. Selecting a new item from the menu or clicking the "Write report" button will generate a new report and its plot.

For statistics, all of $\chi^{2}, \chi_{\nu}^{2}$, R-factor, and the happiness are reported. You can choose which of $\chi_{\nu}^{2}$, R-factor, and happiness to have displayed in the resulting plot. Clicking the "Show $\mathrm{y}=0$ " button forces the plot to be scaled of the $y$-axis such that $y=0$ is shown.

Buttons at the bottom of this tab allow you to save the report as a text file or to send it to the printer.

### 10.2 Plotting fits

The plot tool tab is used to place old fits in the Plotting list for comparison with data and with the current fit. As you perform fits (or when a project file is imported), an entry on the "Plot tool" page is made for each fit. Within the box associated with each fit is one button for each data set included in the fit. The example below is of a single data set fit to Co metal, thus each fit has a single button associated with it.


Figure 10.4: Fit history plotting tool
Clicking one of the buttons on the "Plot tool" page makes an entry in the plotting list. These will then be plotted just like any other item in the plotting list (Sec. 8 on page 67). Note that it is usually not necessary to put the most recent plot in the plotting list in this way. If the "Plot fit" button is checked on and a data group is in the plotting list, the most recent will be plotted by default. Fit items in the plotting list will be stacked (Sec. 8.1 on page 69) when the stacking option is in play.


Figure 10.5: Historical fits placed in the plotting list

## Chapter 11

## Monitoring things

ARTEMIS provides a number of tools for keeping track of things going on behind the scenes. These tools are found either in the Monitor menu on the Main window or the Debug menu on the Data window.

In the normal course of operations, consulting the monitoring tools should not be necessary. But if something is not working quite right, they can be invaluable for diagnosing the problem.

### 11.1 Command and status buffers

### 11.1.1 The Command buffer

The command buffer window contains a record of every data processing and fitting command sent to IFEFFIT. At the bottom of this window is the plotting buffer, which contains every command sent to the plotting backend (usually Gnuplot).

These are very useful both for diagnosing problems and for learning the details of how IFEFFIT and Gnuplot work.

At the bottom of the window is a simple command line for sending instructions directly to IFEFFIT.

### 11.1.2 The Status buffer



Figure 11.1:
Every message sent to any of the status bars in artemis is time-stamped and logged in the status buffer. This provides a sort of record of the major actions taken during your current ARTEMIS session. The contents of this buffer can be saved to a file.


Figure 11.2:

Options exist for showing specific IFEFFIT data group, all arrays, all scalars, all strings, all paths, or all FEFF paths. The last one is simply a listing all 'feffnNNN. dat' files imported into IFEFFIT.

You can also inquire about how much of IFEFFIT's statically allocated memory is in use and whether you are in danger of exceeding capacity. This information is displayed in the Main window status bar.

### 11.3 Debugging Demeter

Several additional menu items are turned on when § Artemis $\rightarrow$ debug_menus is set to a true value. The items in these menus provide tools for debugging ARTEMIS by showing the current state of DEMETER and its data structures. These tools are invaluable for developing the software, but are probably of limited value to the general user.


Figure 11.3:

## Chapter 12

## Managing preferences

DEMETER has a mountain of preferences available for the user to tinker with. This may, I suppose, be a problem. There is a school of thought in user interface design that asserts that a program should be simple, offering the user a small number of carefully considered configurable options, all of which have sensible defaults. That sort of thing is usually considered "user friendly", while a dizzying array of configrable options if conisdered to be hostile to the user.

I don't disagree with that. However, I am not so lucky as to have teams dedicated to user interface design and product testing. I don't have the luxury of testing design decisions to determine if they are successful.

Unfortunately, there are a lot of aspects of the software that need sensible default values. In general, I have a good idea what a sensible value might be, but I am rarely certain. My solution for any option or parameter whose sensible default is open to interpretation is to make it configurable. As a result, there are almost 300 aspects of DEMETER that can be configured, ranging from default parameter values to the colors of things that get plotted.

ARTEMIS presents all of DEMETER's configuration options in the Preferences window, which can be displayed

 option menu for selecting among the possibilities. The defadtaralue can be restored by pressing the button labeled as DEMETER's default. In the text area, the optiontioughe describyedralu Once your change an option, you can apply it to the current session or apply it and save its value to Demper'sylte inithalization file.

Different configuration options take different kinds of values. For example, some are filenames, strings, real numbers, integers, colors, and so on. Controls appropriate to the value type will be provided when the option is clicked on.


Figure 12.1:

## Chapter 13

## Worked examples

This section presents some worked examples of EXAFS data analysis using ARTEMIS. These should give a sense of the work flow of a typical analysis project.

## Iron pyrite

This is Bruce's favorite teaching example, . This is a cubic crystal, not too structurall complicated, but with enough interesting features to make it a good teaching tool. The data and crystal structure for this example can be found here.

## Methyltin

This demonstrates a multiple data set fit using Sn K edge data on dimethyl tin dichloride and monomethyl tin trichloride. The data and crystal structure for this example can be found here.

### 13.1 Example 1: FeS2

Introduction, blah blah, known crystal structure, blah blah, learn the mechanics of the program, blah blah

### 13.1.1 Import data

After starting ARTEMIS, click on the "Add" button at the top of the "Data sets" list in the Main window. This will open a file selection dialog. Click to find the ATHENA project file containing the data you want to analyze. Opening that project file displays the project selection dialog.

The project file used here has several iron standards. Select from the list. That data set gets plotted when selected.

Now click the "Import" button. That data set gets imported into ARTEMIS. An entry for the is created in the Data list, a window for interacting with the data is created, and the data are plotted as $\chi(k)$.

The next step is to prepare for the FEFF calculation using the known crystal structure. Clicking on the line in the Data window that says "Import crystal data or a Feff calculation" will post a file selection ddialog. Click to find the 'atoms.inp' file containing the crystal structure.

With the crystal data imported, run atoms by clicking the "Run Atoms" button on the Atoms tab of the feff windows. That will display the Feff tab containing the feff input data. Click the "Run Feff" button


Figure 13.1: Import data into Artemis


Figure 13.2: Import crystal data into Artemis
to compute the scattering potentials and to run the pathfinder.
Once the feff calculation is finished, the path intepretation list is shown in the Paths tab. This is the list of scattering paths, sorted by increasing path length. Select the first 11 paths by clicking on the path 0000, then shift-clicking on path 0010. These group of selected paths will be highlighted. Click on one of the highlighted paths and, without letting go of the mouse button, drag the paths over to the Data winodw. Drop the paths on the empty Path list.


Figure 13.3: Drag and drop paths onto a data set
Dropping the paths on the Path list will associate those paths with that data set. That is, that group of paths is now available to be used in the fitting model for understanding the data.

Each path will get its own Path page. The Path page for a path is displayed when that path is clicked upon in the Path list. Shown below is the data with its 11 paths. The first path in the list, the one representing the contribution to the EXAFS from the $S$ single scattering path at $2.257 \AA$, is currently displayed.

### 13.1.2 Examine the scattering paths

The first chore is to understand how the various paths from the FEFF calculation relate to the data. To this end, we need to populate the Plotting list with data and paths and make some plots.


Figure 13.4: Paths associated with a data set

First let's examine how the single scattering paths relate to the data. Mark each of the first four single scattring paths - the ones labeled "S.1", "S.2", "S.3", and "Fe.1" - by clicking on their check buttons. Transfer those four paths to the Plotting list by selecting "Transfer marked" from the Actions menu.

With the Plotting list poluated as shown below, click on the " $R$ " plot button in the Plot window to make the plot shown.


Figure 13.5: FeS2 data plotted with the first four single scattering paths

The first interesting thing to note is that the first peak in the data seems to be entirely explained by the path from the $S$ atom at $2.257 \AA$. None of the other single scattering paths contribute significantly to the region of R -space.

The second interesting thing to note is that the next three single scattering paths are not so well separated from one another. While it may be tempting to point at the peaks at $2.93 \AA$ and $3.45 \AA$ and assert that they are due to the second shell S and the fourth shell Fe , it is already clear that the situation is more complicated. Those three single scattering paths overlap one another. Each contriobutes at least some spectral weight to both of the peaks at $2.93 \AA$ Åand $3.45 \AA$.

The first peak shold be reather simple to interpret, but higher shells are some kind of superposition of many paths.

What about the multiple scattering paths?
To examine those, first clear the Plotting list by clicking the "Clear" button at the bottom of the Plot window. Transfer the data back to the Plotting list by clicking its transfer button, 圈. Mark the first three multiple scattering paths by clicking their mark buttons. Select "Transfer marked" from the Actions menu.
With the Plotting list newly populated, make a new plot of $|\chi(R)|$.


Figure 13.6: FeS2 data plotted with the first three multiple scattering paths
The two paths labeled "S.1 S.1", which represent two different ways for the photoelectron to scatter from a $S$ atom in the first coordination shell then scatter from another $S$ atom in the first coordination shell, contribute rather little spectra weight. Given their small size, it seems possible that we may be able to ignore those paths when we analyze our data.

The "S. 1 S.2" path, which first scatters from a $S$ in the first coordination shell then from a $S$ in the second coordination shell, contributes significantly to the peak at $2.93 \AA$. It seems unlikely that we will be able to ignore that path.

To examine the next three multiple scattering paths, clear the Plotting list, mark those paths, and repopulate the Plotting lilst.

The "S.1 Fe.1" path, which scatters from a S atom in the first coordination shell then scatters from an Fe


Figure 13.7: FeS2 data plotted with the next three multiple scattering paths
atom in the fourth coordination shell, is quite substantial. It will certainly need to be considered in our fit. The other two paths are tiny.

### 13.1.3 Fit to the first coordination shell

We begin by doing an analysis of the first shell. As we saw above, we only need the first path in the path list. To prepare for the fit, we do the following:

1. Exclude all but the first path from the fit. With the first path selected in the path list and displayed, select "Mark after current" from the Marks menu. This will mark all paths except for the first one. Then select "Exclude marked" from the Actions menu. This will exclude those paths from the fit. That is indicated by the triple parentheses in the path list.
2. Set the values of $R_{\min }$ and $R_{\max }$ to cover just the first peak.
3. For this simple first shell fit, we set up a simple, four-parameter model. The parameters amp, enot, delr, and ss are defined in the GDS window and given sensible initial guess values.
4. The path parameters for the first shell path are set. $S_{0}^{2}$ is set to amp, $E_{0}$ is set to enot, $\Delta R$ is set to delr, and $\sigma^{2}$ is set to ss.

Note that the current settings for k- and R-range result in a bit more than 7 independent points, as computed from the Nyquist criterion. With only 4 guess parameters, this should be a reasonable fitting model.

Now hit the "Fit" button. Upon completion of the fit, the following things happen:

1. An Rmr plot is made of the data and the fit.
2. The $\log$ Window is displayed with the results of the fit
3. The Fit and plot buttons are recolored according to the evaluation of the happiness parameter.
4. The Plotting list is cleared and repopulated with the data.
5. The fit is entered into the History window (which is not in the screenshot below).

This is not a bad result. The value of enot is small, indicatng that a reasonable value of $E_{0}$ was chosen back in ATHENA. delr is small and consistent with 0 , as we should expect for a known crystal. ss is a reasonable value with a reasonable error bar. The only confusing parameter is amp, which is a bit smaller than we might expect for a $S_{0}^{2}$ value.

The correlations between parameters are of a size that we expect. The R-factor evaluates to about 2 that likely means that $\epsilon$ was not evaluated correctly. All in all, this is a reasonable fit.

### 13.1.4 Extending the fit to higher shells

### 13.1.5 The final fitting model

### 13.1.6 Additional questions

### 13.2 Example 1: Methyltin



Figure 13.8: Setting up for a first shell fit


Figure 13.9: Results of the first shell fit

Methyltin blah blah

## Chapter 14

## Crystallography for EXAFS

This chapter provides an overview of crystallography tools as implemented in ARTEMIS. Crystallographic data is provided either in the form of a CIF file or in a simpler format that has long been the input format for my ATOMS program.

Compared to other crystallography codes, the crystallography capabilities in ARTEMIS are, perhaps, a little crude and incomplete. The goal is to provide enough functionality to support the needs of the X-ray absorption spectroscopist.

This section discussed conventions for denoting space groups (Sec. ?? on page ??), the details of calculations using tables of absorption coefficients (Sec. ?? on page ??), and provides a worked example (Sec. ?? on page ??).

### 14.1 Understanding and denoting space groups

### 14.1.1 Notation conventions

The two most commonly used standards for the designation of three dimensional space groups are the Hermann-Maguin and Schoenflies conventions. Atoms recognizes both conventions. Each of the 230 space groups as designated in each convention is listed later in this chapter.

The Hermann-Maguin system uses four symbols to uniquely specify the group properties of each of the 230 space groups. The first symbol is a single letter P, I, R, F, A, B, or C which refers to the Bravais lattice type. The remaining three letters refer to the point group of the crystal.

Some modifications to the notation convention are made for use with a keyboard. Spaces must separate each of the four symbols. Subscripted numbers are printed next to the number being modified (e.g. $6_{3}$ is printed as 63). A bar above a number is entered with a minus sign.

Occasionally there are variations in how space groups are referenced. For example, the hausmannite structure of Mn3 O4 is placed in space group I 41/A M D by the conventions laid out in. In v. 3, Wyckoff denotes this space group as I 4/A M D. This sort of incongruity is unfortunate. The list of Hermann-Maguin space group designations as recognized by ATOMS is shown below. If you cannot resolve the incongruity using this list, try using the Schoenflies notation.

The Schoenflies conventions are also recognized by atoms. In the literature there is less variation in the application of these conventions. The Schoenflies convention is, in fact, less precise than the Hermann-Maguin in that the complete symmetry characteristics of the crystal are not encoded in the space group designation. Adaptations to the keyboard have been made here as well. Subscripts are denoted with an underscore (_) and superscripts are denoted with a caret ( ${ }^{\wedge}$. Spaces are not allowed in the keyboard designation. A couple of examples: d_4^8, and 0_5. The underscore does not need to precede to superscript. C_2^V9 can also be written C_V9~2. Each of the 230 space groups as designated by the Schoenflies notation is listed below in the same order as the listing of the Hermann-Maguin notation. The two conventions are equally supported in the code.

### 14.1.2 Unique Crystallographic Positions

The atoms list in 'atoms.inp' is a list of the unique crystallographic sites in the unit cell. A unique site is one (and only one) of a group of equivalent positions. The equivalent positions are related to one another by the symmetry properties of the crystal. ATOMS determines the symmetry properties of the crystal from the name of the space group and applies those symmetry operations to each unique site to generate all of the equivalent positions.

If you include more than one of a group of equivalent positions in the atom list, then a few odd things will happen. A series of run-time messages will issued telling you that atom positions were found that were coincident in space. This is because each of the equivalent positions generated the same set of points in the unit cell. ATOMS removes these redundancies from the atom list. The atom list and the potentials list written to 'feff.inp' will be correct and FEFF can be run correctly using this output. However, the site tags and the indexing of the atoms will certainly make no sense. Also the density of the crystal will be calculated incorrectly, thus the absorption calculation and the self-absorption correction will be calculated incorrectly as well. The McMaster correction is unaffected.

### 14.1.3 Specially Recognized Lattice Types

For some common crystal types it is convenient to have a shorthand way of designating the space group. For instance, one might remember that copper is an fcc crystal, but not that it is in space group F M 3 M (or $0 \_\mathrm{H}^{\wedge} 5$ ). In this spirit, ATOMS will recognize the following words for common crystal types. These words may be used as the value of the keyword space and ATOMS will supply the correct space group. Note that several of the common crystal types are in the same space groups. For copper it will still be necessary to specify that an atom lies at $(0,0,0)$, but it isn't necessary to remember that the space group is F M 3 M .

| cubic | \| cubic | 1 P M 3 M |
| :---: | :---: | :---: |
| body-centered cubic | \| bcc | \| I M 3 M |
| face-centered cubic | f fcc | \| F M 3 M |
| halite | \| salt or nacl | \| F M 3 M |
| zincblende | \| zincblende or zns | \| F -4 3 M |
| cesium chloride | \| cscl | 1 P M 3 M |
| perovskite | \| perovskite | 1 P M 3 M |
| diamond | d diamond | 1 F D 3 M |
| hexagonal close pack | hex or hcp | 1 P 63/M M C |
| graphite | \| graphite | 1 P 63 MC |

When space is set to hex or graphite, $\gamma$ is automatically set to 120 .

### 14.1.4 Bravais Lattice Conventions

ATOMS assumes certain conventions for each of the Bravais lattice types. Listed here are the labeling conventions for the axes and angles in each Bravais lattice.

- Triclinic: All axes and angles must be specified.
- Monoclinic: $\mathbf{B}$ is the perpendicular axis, thus $\beta$ is the angle not equal to 90 .
- Orthorhombic: A, B, and C must all be specified.
- Tetragonal: The C axis is the unique axis in a tetragonal cell. The A and B axes are equivalent. Specify A and C in 'atoms.inp'.
- Trigonal: If the cell is rhombohedral then the three axes are equivalent as are the three angles. Specify A and $\alpha$. If the cell has hexagonal axes, specify A and C. $\gamma$ will be set to 120 by the program.
- Hexagonal: The equivalent axes are A and B. Specify A and C in 'atoms.inp'. $\gamma$ will be set to 120 by the program.
- Cubic: Specify A in 'atoms.inp'. The other axes will be set equal to A and the angles will all be set to 90 .


### 14.1.5 Low Symmetry Space Groups

In three dimensional space there is an ambiguity in choice of right handed coordinate systems. Given a set of mutually orthogonal axes, there are six choices for how to label the positive $x, y$, and $z$ directions. For some specific physical problem, the crystallographer might choose a non-standard setting for a crystal. The choice of standard setting is described in detail in The International Tables. The Hermann-Maguin symbol describes the symmetries of the space group relative to this choice of coordinate system.

The symbols for triclinic crystals and for crystals of high symmetry are insensitive to choice of axes. Monoclinic and orthorhombic notations reflect the choice of axes for those groups that possess a unique axis. Tetragonal crystals may be rotated by 45 degrees about the z axis to produce a unit cell of doubled volume and of a different Bravais type. Alternative symbols for those space groups that have them are listed in Appendix A.

ATOMS recognizes those non-standard notations for these crystal classes that are tabulated in The International Tables. 'atoms.inp' may use any of these alternate notations so long as the specified cell dimensions and atomic positions are consistent with the choice of notation. Any notation not tabulated in chapter 6 of the 1969 edition of The International Tables will not be recognized by ATOMS.

This resolution of ambiguity in choice of coordinate system is one of the main advantages of the HermannMaguin notation system over that of Shoenflies. In a situation where a non-standard setting has been chosen in the literature, use of the Schoenflies notation will, for many space groups, result in unsatisfactory output from atoms. In these situations, ATOMS requires the use of the Hermann-Maguinn notation to resolve the choice of axes.

Here is an example. In the literature, $\mathrm{La}_{2} \mathrm{CuO}_{4}$ was given in the non-standard b m a b setting rather than the standard c m c a. As you can see from the axes and coordinates, these settings differ by a 90 degree rotation about the A axis. The coordination geometry of the output atom list will be the same with either of these input files, but the actual coordinates will reflect this 90 degree rotation.

```
title La2CuO4 structure at 10K from Radaelli et al.
title standard setting
space c m c a
a= 5.3269 b= 13.1640 c= 5.3819
rmax= 8.0 core= la
atom
    la 0 0.3611 0.0074
    Cu 0 0 0
    0
```



```
title La2CuO4 structure at 10K from Radaelli et al.
title non standard setting, rotated by 90 degrees about A axis
space b m a b
a= 5.3269 b= 5.3819 c= 13.1640
rmax= 8.0 core= la
atom
    la 0 -0.0074 0.3611
    Cu 0 0 0
    0
    0
```


### 14.1.6 Rhombohedral Space Groups

There are seven rhombohedral space groups. Crystals in any of these space groups that may be represented as either monomolecular rhombohedral cells or as trimolecular hexagonal cells. These two representations are entirely equivalent. The rhombohedral space groups are the ones beginning with the letter R in the Hermann-Maguin notation. ATOMS does not care which representation you use, but a simple convention must be maintained. If the rhombohedral representation is used then the keyword $\alpha$ must be specified in 'atoms.inp' to designate the angle between the rhombohedral axes and the keyword a must be specified to designate the length of the rhombohedral axes. If the hexagonal representation is used, then a and c must be specified in 'atoms.inp'. $\gamma$ will be set to 120 by the code. Atomic coordinates consistent with the choice of axes must be used.

### 14.1.7 Multiple Origins and the Shift Keyword

Some space groups in The International Tables are listed with two possible origins. The difference is only in which symmetry point is placed at $(0,0,0)$. ATOMS always wants the orientation labeled "origin-at-centre". This orientation places $(0,0,0)$ at a point of highest crystallographic symmetry. Wyckoff and other authors have the unfortunate habit of not choosing the "origin-at-centre" orientation when there is a choice. Again Mn3 O4 is an example. Wyckoff uses the "origin at -4 m 2 " option, which places one Mn atom at $(0,0,0)$ and another at $(0,1 / 4,5 / 8)$. ATOMS wants the "origin-at-centre" orientation which places these atoms at $(0,3 / 4,1 / 8)$ and $(0,0,1 / 2)$. Admittedly, this is an arcane and frustrating limitation of the code, but it is not possible to conclusively check if the "origin-at-centre" orientation has been chosen.

Twenty one of the space groups are listed with two origins in The International Tables. atoms knows which groups these are and by how much the two origins are offset, but cannot know if you chose the correct one for your crystal. If you use one of these groups, ATOMS will print a run-time message warning you of the potential problem and telling you by how much to shift the atomic coordinates in 'atoms.inp' if the incorrect orientation was used. This warning will also be printed at the top of the 'feff.inp' file. If you use the "origin-at-center" orientation, you may ignore this message.

If you use one of these space groups, it usually isn't hard to know if you have used the incorrect orientation. Some common problems include atoms in the atom list that are very close together (less than $1 \AA$ ), unphysically large densities (see section 4.1), and interatomic distances that do not agree with values published in the crystallography literature. Because it is tedious to edit the atomic coordinates in the input file every time this problem is encountered and because forcing the user to do arithmetic invites trouble, there is a useful keyword called shift. For the Mn3 O4 example discussed above, simply insert this line in atoms.inp if you have supplied coordinates referenced to the incorrect origin:

```
shift = 0.0 0.25 -0.125
```

This vector will be added to all of the coordinates in the atom list after the input file is read.
Here is the input file for $\mathrm{Mn}_{3} \mathrm{O}_{4}$ using the shift keyword:

| a | 5.75 | c |  | 9.42 core | Mn2 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| rmax | 7.0 |  | ace i | i $41 / \mathrm{a} \mathrm{m} \mathrm{d}$ |  |
| shift | 0.0 | 0.25 | -0.125 |  |  |
| atom |  |  |  |  |  |
| * At |  | y | z | tag |  |
| Mn | 0.0 | 0.0 | 0.0 | Mn1 |  |
| Mn | 0.0 | 0.25 | 0.625 | Mn 2 |  |
| 0 | 0.0 | 0.25 | 0.375 |  |  |

The above input file gives the same output as the following. Here the shift keyword has been removed and the shift vector has been added to all of the fractional coordinates. These two input files give equivalent output.

| a | 5.75 | c | 9.42 core |  | Mn2 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| rmax | 7.0 | Spa | ce i 4 | /a m d |  |
| atom |  |  |  |  |  |
| * At | x | y | z | tag |  |
| Mn | 0.0 | 0.25 | -0.125 | Mn1 |  |
| Mn | 0.0 | 0.50 | 0.50 | Mn2 |  |
| 0 | 0.0 | 0.50 | 0.25 |  |  |

### 14.1.8 Denoting Space Groups

The following is my attempt to demystify the crazy symbolism used by the Hermann-Maguin and Schoenflies conventions. This is by no means an adequate explanation of the rich and beautiful field of crystallography. For that, I recommend a real crystallography text.

An important part of the demystification process is to define some of the important terms used to describe crystal symmetries. The words system, Bravais lattice, crystal class, and space group have well-defined meanings. The symbols used in each of the notation conventions specifically relate the various symmetries of crystals. In crystallography, a symmetry operation is defined as a sequence of reflections, translations, and/or rotations that map the crystal back onto itself in such a way that the crystal after the mapping is indistinguishable from the crystal before the mapping.

### 14.1.9 A Quick Review of Crystallography

To start, here are some definitions. These will be elaborated below.

- System: The undecorated shape of the unit cell.
- Bravais Lattice: An undecorated lattice of equivalent points.
- Crystal Class: The description of the symmetries about a point.
- Space Group: The complete description of three dimensional crystal symmetries.

There are seven systems of crystals. The system refers to the shape of the undecorated unit cell. They are:

- Triclinic: $\mathrm{a} \neq \mathrm{b} \neq \mathrm{c}, \alpha \neq \beta \neq \gamma \neq 90^{\circ}$
- Monoclinic: $\mathrm{a} \neq \mathrm{b} \neq \mathrm{c}, \alpha=\gamma=90^{\circ}, \beta \neq 90^{\circ}$
- Orthorhombic: $\mathrm{a} \neq \mathrm{b} \neq \mathrm{c}, \alpha=\beta=\gamma=90^{\circ}$
- Tetragonal: $\mathrm{a}=\mathrm{b} \neq \mathrm{c}, \alpha=\beta=\gamma=90^{\circ}$
- Hexagonal: $\mathrm{a}=\mathrm{b} \neq \mathrm{c}, \alpha=\beta=90^{\circ}, \gamma=120^{\circ}$
- Trigonal: (rhombohedral axes): $\mathrm{a}=\mathrm{b}=\mathrm{c}, \alpha=\beta=\gamma<120^{\circ} \neq 90^{\circ}$ (hexagonal axes): $\mathrm{a}=\mathrm{b} \neq \mathrm{c}, \alpha=\beta=90^{\circ}, \gamma=120^{\circ}$
- Cubic: $\mathrm{a}=\mathrm{b}=\mathrm{c}, \alpha=\beta=\gamma=90^{\circ}$

There are fourteen Bravais lattices. The Bravais lattices are constructed from the simplest translational symmetries applied to the seven crystal systems. A P lattice has decoration only at the corners of the unit cell. An I lattice has decoration at the body center of the cell as well as at the corners. An F lattice has decoration at the face centers as well as at the corners. A C lattice has decoration at the center of the (001) face as well as at the corners. Likewise A and B lattices have decoration at the centers of the (100) and (010) faces respectively. $R$ lattices are a special type in the trigonal system which possess rhombohedral symmetry.

All seven crystal systems have P lattices, but not all the classes have the other type of Bravais lattices. This is because there is degeneracy when all the Bravais lattice types are applied to all the crystal systems. For example, a face centered tetragonal cell can be expressed as a body centered tetragonal cell by rotating the two equivalent axes by $45^{\circ}$ and shortening them by a factor of square root of 2 . Considering such degeneracies reduces the possible decorations of the seven systems to these 14 unique three dimensional lattices:

| Triclinic | P |
| :--- | :--- |
| Monoclinic | $\mathrm{P}, \mathrm{C}$ |
| Orthorhombic | $\mathrm{P}, \mathrm{C}, \mathrm{I}, \mathrm{F}$ |
| Tetragonal | $\mathrm{P}, \mathrm{I}$ |
| Hexagonal | P |
| Trigonal | $\mathrm{P}, \mathrm{R}$ |
| Cubic | $\mathrm{P}, \mathrm{I}, \mathrm{F}$ |

For historic reasons, hexagonal cells are sometimes called C lattices. ATOMS will recognize hexagonal P cells denoted in 'atoms.inp' by the letter C. Modern literature usually uses the $P$ designation.

The decorations placed on the Bravais lattices come in 32 flavors called classes or point groups which represent the possible symmetries within the decorations. Each type of symmetry is defined either by a reflection plane, a rotation axis, or a rotary inversion axis. A reflection plane can either be a simple mirror plane or a glide plane, which defines the symmetry operation of reflecting through a mirror followed by translating along a direction in the plane. A rotation axis can either define a simple rotation or a screw rotation, which is the symmetry operation of rotating about the axis followed by translating along that axis. A rotary inversion axis defines the symmetry operation of reflecting through a plane followed by rotating about an axis in that plane.

These three symmetry types, reflection plane, rotation axis, and rotary inversion axis, can be combined in 32 non-degenerate ways. (An example degeneracy: the symmetry operation of combining a $180^{\circ}$ rotary inversion with a mirror reflection is identical to the operation of a simple $180^{\circ}$ rotation.) It would seem that the 32 classes could decorate the 14 Bravais lattices in 458 ways. In fact, the number might be larger as there are numerous types of screw axes and glide planes. Again, considering degeneracies reduces the
total number of combinations, leaving 230 unique decorations of the Bravais lattices. These are called space groups. The 230 space groups are a rigorously complete set of descriptions of crystal symmetries in three dimensional space. That is, there may be new crystals but there are no new space groups. Here I am only considering space-filling crystals with translational periodicity. 3-D Penrose structures and quasi-crystals are outside the realm of this appendix and of the code.

### 14.1.10 Decoding the Hermann-Maguin Notation

The Hermann-Maguin notation uses a set of two to four symbols to completely specify the symmetries of a space group. The first symbol is always a single letter specifying the Bravais lattice. The next three symbols specify the class of the space group. These three symbols are some combination of the following characters:

## 123456 A B C D M N / -

These are sufficient to completely specify the various planar and axial symmetries of the classes and subclasses. The following is a discussion of the most important rules of this convention. Some details are neglected but sufficient information is provided to appreciate the information contained in the notation.

The second symbol in the Hermann-Maguin notation, i.e. the one after the Bravais lattice symbol, tells about symmetries involving the primary axis of the cell and/or of the plane normal to the primary axis. The primary axis is defined as follows:

- Triclinic: none
- Monoclinic: the B axis
- Orthorhombic: the C axis
- Tetragonal: the C axis
- Hexagonal: the C axis
- Trigonal: the A axis
- Cubic: the A axis

In cubic or rhombohedral lattices the axes are equivalent, thus the primary axis is arbitrary. For orthorhombic lattices the third and fourth symbols specify the symmetries of the a and b axes respectively. In other lattices, the last two symbols encode the remaining symmetries as described below.

A space filling crystal will always show a symmetry when rotated through ( $360 / \mathrm{n}$ ) degrees, where n is one of $1,2,3,4$, or 6 . The second symbol often tells the rotational symmetry properties of the primary axis. Notice that all trigonal, tetragonal, and hexagonal groups have a 3, 4, or 6 respectively in their designations. Many orthorhombic and monoclinic groups have a 2 , which is the highest degree of rotational symmetry available to those lattices. Cubic groups may possess 2 - or 4 -fold rotational symmetry about the cell axes, thus have 2 or 4 in the second symbol.

Many second symbols contain a second number. This is the subscripted number when the Hermann-Maguin notation is typeset. This refers to the type of screw symmetry associated with the axis. A screw symmetric lattice is mapped onto itself by an anti-clockwise rotation through $m *(360 / n)$ degrees and a translation of $1 / \mathrm{n}$ up the primary axis. Here n is the degree of rotational symmetry, $m$ is the type of screw, and the definition of rotation and direction is right-handed. Two types of screw symmetry that are different only in handedness of rotation are called enantiomorphous. The enantiomorphous pairs are 31 and 32, 41 and 43, 61 and 65 , and 62 and 64.

Several of the second symbols are one or two numbers followed by a slash and a letter, e.g. P 63/M M C. The letter specifies the type of reflection plane that is normal to the rotation axis.

There are several types of reflection planes. The simplest is a mirror plane, denoted by the letter M. This says the crystal is mapped onto itself by reflecting all atoms through a mirror placed in an appropriate plane in the crystal. The letters A, B, or C denote glide planes. These map the crystal onto itself by reflecting through the plane then translating elements of the crystal by half the length of the cell axis normal to the reflection plane. A D glide plane is similar but involves translations of a quarter of the cell axis length. Finally, the letter N denotes a diagonal glide plane, which is a reflection through a plane followed by a translation in the same plane of half the length of both cell axes in that plane.

The symbol - before a number indicates a rotary inversion axis. This maps the crystal back onto itself by rotating through $(360 / n)$ degrees then reflecting through a plane parallel to the rotation axis.

A final word about the Hermann-Maguin notation, all cubic space groups have four three-fold rotational axes through the body diagonals. Thus all cubic groups have the number 3 as the third symbol, e.g. F M 3 M.

### 14.1.11 Decoding the Schoenflies Notation

The Schoenflies notation uses a set of three symbols to classify sets of space groups by their dominant symmetry features. The letters C, D, S, T, and 0 denote the character of the center of symmetry. The symbol after the underscore (the subscript when typeset) indicates the presence of symmetry planes and additional symmetry axes. The number after the caret (the superscript when typeset) is simply an indexing of all the distinct space groups that share major symmetry properties. In the older literature, D symmetry centers are occasionally referred to as V . ATOMS will probably understand a space group referred to by the letter V , but using the D notation is recommended.

The letter C indicates an rotation axis where the crystal is mapped onto itself when rotated by (360/n) deg, where n is the number after the underscore. An H after the underscore indicates the presence of a plane of symmetry normal to the rotation axis. A V after the underscore indicates one or two planes of symmetry parallel to the rotation axis. The letter $S$ after the underscore indicates a normal plane of symmetry in a crystal where the degree of rotational symmetry is 1 . The letter I after the underscore indicates the presence of a point center of symmetry.

The letter S indicates a rotary inversion axis. The degree of rotation is the number after the underscore.
The letter D denotes a primary rotation axis with another rotation axis normal to it. The degree of rotation of both axes is the number after the underscore. The letters $H$ and $V$ have the same meanings as they did in groups beginning with the letter $C$. The letter $D$ indicates the presence of a diagonal symmetry plane.

Cubic groups are all specified by the letters T and O . T indicates tetrahedral symmetry, that is, the presence of the four three-fold axes and three two-fold axes. O indicates octahedral symmetry, i.e. four three-fold axes with three four-fold axes. H and D after the underscore carry the same meaning as before.

### 14.1.12 The Hermann-Maguin Notation

## Notation for the Standard Settings

2 Triclinic and 13 Monoclinic Space Groups

| $P$ | 1 | $P$ | -1 | $P$ | P | P 21 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

## 59 Orthorhombic Space Groups

|  | P 222 | P 2221 | P 21212 | P 212121 | C 2221 | C 222 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | F 222 | I 222 | I 212121 | P M M 2 | P M C 21 | P C C 2 |
|  | P M A 2 | P C A 21 | P N C 2 | P M N 21 | P B A 2 | P N A 21 |
|  | P N N 2 | C M M 2 | C M C 21 | C C C 2 | A M M 2 | A B M 2 |
|  | A M A 2 | A B A 2 | F M M 2 | F D D 2 | I M M 2 | I B A 2 |
|  | I M A 2 | P M M M | P N N N | P C C M | P B A N | P M M A |
|  | P N N A | P M N A | P C C A | P B A M | P C C N | P B C M |
|  | P N N M | P M M N | P B C N | P B C A | P N M A | C M C M |
|  | C M C A | C M M M | C C C M | C M M A | C C C A | F M M M |
|  | F D D D | I M M M | I B A M | I B C A | I M M A |  |
| 68 Tetragonal Space Groups |  |  |  |  |  |  |
|  | P 4 | P 41 | P 42 | P 43 | I 4 | I 41 |
|  | P -4 | I -4 | P 4/M | P 42/M | P 4/N | P 42/N |
|  | I 4/M | I 41/A | P 422 | P 4212 | P 4122 | P 41212 |
|  | P 4222 | P 42212 | P 4322 | P 43212 | I 422 | I 4122 |
|  | P 4 M M | P 4 B M | P 42 C M | P 42 N M | P 4 C C | P 4 N C |
|  | P 42 M C | P 42 B C | I 4 Mm | I 4 CM | I 41 MD | I 41 CD |
|  | P -4 2 M | P -4 2 C | $\mathrm{P}-421 \mathrm{M}$ | P-4 21 C | $\mathrm{P}-4 \mathrm{M} 2$ | P -4 C 2 |
|  | P -4 B 2 | P -4 N 2 | I -4 M 2 | I -4 C 2 | I -42 M | I -42 D |
|  | P 4/M M M | P 4/M C C | P 4/N B M | P 4/N N C | P 4/M B M | P 4/M N C |
|  | P 4/N M M | P 4/N C C | P 42/M M C | P 42/M C M | P 42/N B C | P 42/N N M |
|  | P 42/M B C | P 42/M N M | P 42/N M C | P 42/N C M | I 4/M M M | I 4/M C M |
|  | I 41/A M D | I 41/A C D |  |  |  |  |

25 Trigonal Space Groups

| P 3 | P 31 | P 32 | R3 | P -3 | R -3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| P 312 | P 321 | P 3112 | P 3121 | P 3212 | P 3221 |
| R 32 | P 3 M 1 | P 31 M | P 3 C 1 | P 31 C | R 3 M |
| R 3C | P -3 1 M | P -3 1 C | P -3 M 1 | P -3 C 1 | R -3 M |
| R -3 C |  |  |  |  |  |

27 Hexagonal Space Groups


36 Cubic Space Groups

| P 23 | F 23 | I 23 | P 213 | I 213 | P M 3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| P N 3 | F M 3 | F D 3 | I M 3 | P A 3 | I A 3 |
| P 432 | P 4232 | F 432 | F 4132 | I 432 | P 4332 |
| P 4132 | I 4132 | P-4 3 M | F-4 3 M | I -4 3 M | P-4 3 N |
| F-4 3 C | I -4 3 D | P M 3 M | P N 3 N | P M 3 N | P N 3 M |
| F M 3 M | F M 3 C | F D 3 M | F D 3 C | I M 3 M | I A 3 D |

## Non-Standard Settings

Here are the notations for the alternate settings of the monoclinic and orthorhombic space groups. Also presented are the notations for tetragonal space groups that have been rotated by 45 degrees resulting in a unit cell of doubled volume and of a different Bravais type.

In an monoclinic or orthorhombic space group, the Hermann-Maguin symbols are identical for the various settings if none of the three axes possess special symmetry properties. In this case the three axes are distinguished only by length and the symbol is the same for all settings.

The column headings below indicate the orientations of the alternative settings relative to the standard
setting. For instance, $c a b$ is a setting with axes and coordinates cyclically permuted from the standard setting. This is equivalent to a rotation of 120 degrees about an axis in a $1111_{i}$ direction relative to the Cartesian axes. The setting $\mathrm{a}-\mathrm{cb}$ is rotated by 90 degrees about the A axis. Thus the B and C axes are swapped and the $y$ and $z$ coordinates in the standard setting map onto the $z$ and $-y$ coordinates of the alternate setting. In ATOMS, when an alternative setting is specified in 'atoms.inp', the axes and coordinates are multiplied by the appropriate permutation matrix onto the standard setting. The positions in the unit cell are expanded according to the Hermann-Maguin symbol for the standard setting. The contents of the unit cell are then permuted back to the specified setting.

Symbols for Monoclinic Groups of Various Settings

| standard abc | bca | \| | standard abc | bca |
| :---: | :---: | :---: | :---: | :---: |
| P 2 | both settings | 1 | P 21 | both settings |
| B 2 | or C 2 | 1 | P M | both settings |
| P B | or P C | 1 | B M | or C M |
| B B | or $\quad \mathrm{C}$ C | 1 | P 2/M | both settings |
| P 21/M | both settings | 1 | B 2/M | or C 2/M |
| P 2/B | or P 2/C | 1 | P 21/B | or $\quad \mathrm{P}$ 2/C |
| B 2/B | or C 2/C | 1 |  |  |

Symbols for Orthorhombic Groups of Various Settings

| abc | cab | bca | $a-c b$ | ba-c | -cab |
| :---: | :---: | :---: | :---: | :---: | :---: |
| P 222 | each sett | ing |  |  |  |
| P 2221 | P 2122 | P 2212 | P 2212 | P 2221 | P 2122 |
| P 21212 | P 22121 | P 21221 | P 21221 | P 21212 | P 22121 |
| P 212121 each setting |  |  |  |  |  |
| C 2221 | A 2122 | B 2212 | B 2212 | C 2221 | A 2122 |
| C 222 | A 222 | B 222 | B 222 | C 222 | A 222 |
| F 222 | each sett | ing |  |  |  |
| I 222 | each sett | ing |  |  |  |
| I 212121 each setting |  |  |  |  |  |
| P M M 2 | P 2 M M | P M 2 M | P M 2 M | P M M 2 | P 2 M M |
| P M C 21 | P 21 MA | P B 21 M | P M 21 B | P C M 21 | P 21 A M |
| P C C 2 | P 2 AA | P B 2 B | P B 2 B | P C C 2 | P 2 AA |
| P M A 2 | P 2 M B | P C 2 M | P M 2 A | P B M 2 | P 2 CM |
| P C A 21 | P 21 A B | P C 21 B | P B 21 A | P B C 21 | P 21 CA |
| P N C 2 | P 2 NA | P B 2 N | P N 2 B | P C N 2 | P 2 AN |
| P M N 21 | P 21 M N | P N 21 M | P M 21 N | P N M 21 | P 2 NM |
| P B A 2 | P 2 CB | P C 2 A | P C 2 A | P B A 2 | P 2 CB |
| P N A 21 | P 21 N B | P C 21 N | P N 21 A | P B N 21 | P 2 CN |
| P N N 2 | P 2 NN | P N 2 N | P N 2 N | P N N 2 | P 2 N N |
| C M M 2 | A 2 MM | B M 2 M | B M 2 M | C M M 2 | A 2 MM |
| C M C 21 | A 21 MA | B B 21 M | B M 21 B | C C M 21 | A 21 AM |
| C C C 2 | A 2 CA | B B 2 C | B $\mathrm{B}^{2} \mathrm{~B}$ | C C C 2 | A 2 A A |
| A M M 2 | B 2 M M | C M 2 M | A M 2 M | B M M 2 | C 2 M M |
| A B M 2 | B 2 CM | C M 2 A | A C 2 M | B M A 2 | C 2 M B |
| A M A 2 | B 2 MB | C C 2 M | A M 2 A | B B M 2 | C 2 CM |
| A B A 2 | B 2 CB | C C 2 A | A C 2 A | B $\mathrm{B} \mathrm{A}^{2}$ | C 2 CB |


| standard abc | cab | bca | $a-c b$ | ba-c | -cab |
| :---: | :---: | :---: | :---: | :---: | :---: |
| F M M 2 | F 2 M M | F M 2 M | F M 2 M | F M M 2 | F 2 MM |
| F D D 2 | F 2 D D | F D 2 D | F D 2 D | F D D 2 | F 2 D D |
| I M M 2 | I 2 Mm | I M 2 M | I M 2 M | I M M 2 | I 2 Mm |
| I B A 2 | I 2 CB | I C 2 A | I C 2 A | I B A 2 | I 2 CB |
| I M A 2 | I 2 MB | I C 2 M | I M 2 A | I B M 2 | I 2 Cm |
| P M M M | each setting |  |  |  |  |
| P N N N | each setting |  |  |  |  |
| P C C M | P M A A | P B M B | P B M B | P C C M | P M A A |
| P B A N | P N C B | P C N A | P C N A | P B A N | P N C B |
| P M M A | P B M M | P M C M | P M A M | P M M B | P C M M |
| P N N A | P B N N | P N C N | P N A N | P N N B | $\mathrm{P} C \mathrm{~N} N$ |
| P M N A | P B M N | P N C M | P M A N | P N M B | P C N M |
| P C C A | P B A A | P B C B | P B A B | P C C B | P C A A |
| P B A M | P M C B | P C M A | P C M A | P B A M | P M C B |
| P C C N | P N A A | P B N B | P B N B | P C C N | P N A A |
| P B C M | P M C A | P B M A | P C M B | P C A M | P M A B |
| P N N M | P M N N | P N M N | P N M N | P N N M | P M N N |
| P M M N | P N M M | P M N M | P M N M | P M M N | P N M M |
| P B C N | P N C A | P B N A | P C N B | P C A N | P N A B |
| P B C A | P B C A | P B C A | P C A B | P C A B | P C A B |
| P N M A | P B N M | P M C N | P N A M | P M N B | P C M N |
| C M C M | A M M A | B B M M | B M M B | C C M M | A M A M |
| C M C A | A B M A | B B C M | B M A B | C C M B | A C A M |
| C M M M | A M M M | B M M M | B M M M | C M M M | A M M M |
| C C C M | A M A A | B B M B | B B M B | C C C M | A M A A |
| C M M A | A B M M | B M C M | B M A M | C M M B | A C M M |
| C C C A | A B A A | $B \mathrm{~B} C \mathrm{~B}$ | $B \mathrm{BAB}$ | C C C B | A C A A |
| F M M M | each setting |  |  |  |  |
| F D D D | each setting |  |  |  |  |
| I M M M | each setting |  |  |  |  |
| I B A M | I M C B | I C M A | I C M A | I B A M | I M C B |
| I B C A | I B C A | I B C A | I C A B | I C A B | I C A B |
| I M M A | I B M M | I M C M | I M A M | I M M B | I C M M |

Symbols for Tetragonal Groups of Various Orientations


### 14.1.13 The Schoenflies Notation

2 Triclinic and 13 Monoclinic Space Groups

| C_1^1 | C_I^1 | C_2^1 | C_2^2 | C_2^3 | C_S^1 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| C_S^2 | C_S^3 | C_S^4 | C_2H^1 | C_2H^2 | C_2H^3 |
| C_2H $2 H^{\wedge} 4$ | C_ $2 H^{\wedge} 5$ | C_2H^6 |  |  |  |

59 orthorhombic space groups

| D_2^1 | D_2^2 | D_2^3 | D_2^4 | D_2^5 | D_2^6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| D_2^7 | D_2^8 | D_2^9 | C_2V^1 | C_2V^2 | C_2V^3 |
| C_2V^4 | C_2V^5 | C_2V^6 | C_2V^7 | C_2V^8 | C_2V^9 |
| C_2V^10 | C_2V^11 | C_2V^12 | C_2V^13 | C_2V^14 | C_2V^15 |
| C_2V^16 | C_2V^17 | C_2V^18 | C_2V^19 | C_2V^20 | C_2V^21 |
| C_2V^22 | D_2H^1 | D_2H^2 | D_2H^3 | D_2H^4 | D_2H^5 |
| D_2H^6 | D_2H^7 | D_2H^8 | D_2H^9 | D_2H^10 | D_2H^11 |
| D_2H^12 | D_2H^13 | D_2H^14 | D_2H^15 | D_2H^16 | D_2H^17 |
| D_2H^18 | D_2H^19 | D_2H^20 | D_2H^21 | D_2H^22 | D_2H^23 |
| D_2H^24 | D_2H^25 | D_2H^26 | D_2H^27 | D_2H^28 |  |
| 68 Tetragonal space groups |  |  |  |  |  |
| C_4^1 | C_4~2 | C_4^3 | C_4^4 | C_4^5 | C_4^6 |
| S_4^1 | S_4^2 | C_4H^1 | C_4 ${ }^{\sim}{ }^{\text {2 }}$ | C_4H^3 | C_4H^4 |
| C_4H^5 | C_4H^6 | D_4^1 | D_4^2 | D_4^3 | D_4^4 |
| D_4*5 | D_4^6 | D_4^7 | D_4*8 | D_4^9 | D_4~10 |
| C_4V^1 | C_4V^2 | C_4V^3 | C_4V^4 | C_4V^5 | C_4V^6 |
| C_4V^7 | C_4V^8 | C_4V^9 | C_4V^10 | C_4V^11 | C_4V^12 |
| D_2D^1 | D_2D^2 | D_2D^3 | D_2D~4 | D_2D^5 | D_2D^6 |
| D_2D^7 | D_2D^8 | D_2D^9 | D_2D^10 | D_2D^11 | D_2D^12 |
| D_4H^1 | D_4H^2 | D_4H^3 | D_4H^4 | D_4H^5 | D_4H^6 |
| D_4H^7 | D_4H^8 | D_4H^9 | D_4H^10 | D_4H^11 | D_4H^12 |
| D_4H^13 | D_4H^14 | D_4H^15 | D_4H^16 | D_4H^17 | D_4H^18 |
| D_4H^19 | D_4H^20 |  |  |  |  |
| 25 Trigonal space groups |  |  |  |  |  |
| C_3^1 | C_3~2 | C_3^3 | C_3^4 | C_3I^1 | C_3I^2 |
| D_3^1 | D_3^2 | D_3^3 | D_3^4 | D_3^5 | D_3^6 |
| D_3^7 | C_3V^1 | C_3V^2 | C_3V^3 | C_3V^4 | C_3V^5 |
| C_3V^6 | D_3D^1 | D_3D^2 | D_3D^3 | D_3D^4 | D_3D^5 |
| D_3D^6 |  |  |  |  |  |
| 27 Hexagonal space groups |  |  |  |  |  |
| C_6^1 | C_6^2 | C_6^3 | C_6^4 | C_6^5 | C_6^6 |
| C_3H^1 | C_6H^1 | C_6H^2 | D_6^1 | D_6^2 | D_6^3 |
| D_6^4 | D_6^5 | D_6^6 | C_6V^1 | C_6V^2 | C_6V^3 |
| C_6V^4 | D_3H^1 | D_3H^2 | D_3H^3 | D_3H^4 | D_6H^1 |
| D_6H^2 | D_6H^3 | D_6H^4 |  |  |  |
| 36 Cubic space groups |  |  |  |  |  |
| T^1 | T~2 | T^3 | T^4 | T~5 | T_H^1 |
| T_H^2 | T_H^3 | T_H^4 | T_H^5 | T_H^6 | T_H^7 |
| 0^1 | 0^2 | 0^3 | 0^4 | 0^5 | 0^6 |
| 0^7 | $0 \wedge 8$ | T_D ${ }^{\text {1 }}$ | T_D^2 | T_D^3 | T_D^4 |
| T_D^5 | T_D^6 | $\mathrm{O} \mathrm{H}^{\wedge} 1$ | O_H^2 | O - $\mathrm{H}^{\wedge} 3$ | O_H^4 |
| O_H^5 | 0_H^6 | O_H^7 | O_H^8 | O_H^9 | O_H^10 |

### 14.2 Absorption calculations and experimental corrections

Included in atoms is absorption data for the elements from various sources. Using this and the crystallographic information from 'atoms.inp', ATOMS is able to make several calculations useful for XAFS analysis. It approximates the absorption depth and edge step size of the material at the edge energy of the core atom and estimates three corrections needed for the analysis of XAFS data. These corrections are the "McMaster correction", the energy response of the I0 chamber in a fluorescence experiment, and the self-absorption of a thick material in a fluorescence experiment. All of these numbers are written at the top of the output file. For more information on these calculations consult Chapter 10 of Handbook of Synchrotron Radiation, v.1.

### 14.2.1 Absorption Calculation

Proper sample preparation for an XAFS experiment requires knowledge of the absorption depth and edge step size of the material of interest. The statistics of data collection can be optimized by choosing the correct sample thickness. It is also necessary to avoid distortions to the data due to thickness and large particle size effects.

ATOMS calculates the total cross section of the material above the edge energy of the central atom and divides by the unit cell volume. The number obtained, $\mu_{\text {total }}$, has units of $\mathrm{cm}^{-1}$. Thus, if x is the thickness of the sample in cm , the x -ray beam passing through the sample will be attenuated by $\exp \left(\mu_{\text {total }}{ }^{*} \mathrm{x}\right)$.

ATOMS also calculates the change in cross section of the central atom below and above the absorption edge and divides by the unit cell volume. This number, $\Delta_{\mu}$, multiplied by the sample thickness in cm gives the approximate edge step in a transmission experiment.

The density of the material is also reported. This number assumes that the bulk material will have the same density as the unit cell. It is included as an aid to sample preparation.

### 14.2.2 McMaster Correction

Typically, XAFS data is normalized to a single number representing the size of the edge step. While there are compelling reasons to use this simple normalization, it can introduce an important distortion to the amplitude of the $\chi(k)$ extracted from the absorption data. This distortion comes from energy response of the bare atom absorption of the central atom. This is poorly approximated away from the edge by a single number. Because this affects the amplitude of $\chi(k)$ and not the phase, it can be corrected by including a Debye-Waller factor and a fourth cumulant in the analysis of the data. These two "McMaster corrections" are intended to be additive corrections to any thermal or structural disorder included in the analysis of the XAFS.
atoms uses data from McMaster to construct the bare atom absorption for the central atom. ATOMS then regresses a quadratic polynomial in energy to the natural logarithm of the constructed central atom absorption. Because energy and photo-electron wave number are simply related, E is proportional to $\mathrm{k}^{2}$, the coefficients of this regression can be related to the XAFS Debye-Waller factor and fourth cumulant. The coefficient of the term linear in energy equals sigma_MM^2 and the coefficient of the quadratic term equals $4 / 3$ * sigma_MM^4. The values of sigma_MM^2 and sigma_MM^4 are written at the top of the output file.

### 14.2.3 IO Correction

The response of the $\mathrm{I}_{0}$ chamber varies with energy during an XAFS experiment. In a fluorescence experiment, the absorption signal is obtained by normalizing the $I_{f}$ signal by the $I_{0}$ signal. There is no energy response in the $\mathrm{I}_{f}$ signal since all atoms fluoresce at set energies. The energy response of $\mathrm{I}_{0}$ is ignored by this normalization. At low energies this can be a significant effect. Like the McMaster correction, this effect attenuates the amplitude of $\chi(k)$ and is is well approximated by an additional Debye-Waller factor and fourth cumulant.

ATOMS uses the values of the nitrogen, argon and krypton keywords in 'atoms.inp' to determine the content of the $I_{0}$ chamber by pressure. It assumes that the remainder of the chamber is filled with helium. It then uses McMaster's data to construct the energy response of the chamber and regresses a polynomial to it in the manner described above. sigma_IO~2 and are also written at the top of the output file and intended as additive corrections in the analysis.

### 14.2.4 Self-Absorption Correction

If the thickness of a sample is large compared to absorption length of the sample and the absorbing atom is sufficiently concentrated in the sample, then the amplitude of the $\chi(k)$ extracted from the data taken on it in fluorescence will be distorted by self-absorption effects in a way that is easily estimated. The absorption depth of the material might vary significantly through the absorption edge and the XAFS wiggles. The correction for this effect is well approximated as

```
1 + mu_abs / (mu_background+mu_fluor)
```

where $\mu_{\text {background }}$ is the absorption of the non-resonant atoms in the material and $\mu_{\text {fluo }}$ is the total absorption of the material at the fluorescent energy of the absorbing atom. ATOMS constructs this function using the McMaster tables then regresses a polynomial to it in the manner described above. sigma_self^2 and sigma_self $\wedge 4$ are written at the top of the output file and intended as additive corrections in the analysis. Because the size of the edge step is affected by self-absorption, the amplitude of $\chi(k)$ is attenuated when normalized to the edge step. Since the amplitude is a measure of $S_{0}^{2}$, this is an important effect. The number reported in 'feff.inp' as the amplitude factor is intended to be a multiplicative correction to the data or to the measured $S_{0}^{2}$.

### 14.3 A worked example (in text!)

### 14.3.1 The Atoms input file

Here is an example of atoms in action. The material is Lead Titanate, $\mathrm{PbTiO}_{3}$. The crystallographic literature places this material in the tetragonal space group P 4 M M. Let's suppose tha the data were taken in fluorescence at the titanium K-edge. Since the edge energy is around 5 KeV and the sample was very thick, the $\mathrm{I}_{0}$ and self-absorption corrections are expected to be significant. That titanium is the central atom is indicated by the keyword core. ATOMS assumes the K-edge of the titanium was probed because the atomic number of titanium is less than 57 and the edge was not otherwise chosen with the edge keyword. The $I_{0}$ chamber was filled with 50 is indicated by the nitrogen keyword. The size of the cluster to be printed in 'feff.inp' is chosen with the rmax keyword. The rpath keyword is used to set the value of RMAX in the 'feff.inp' file, which indicates the length of the longest path to be calculated.

```
title PbTi03 10K,a=3.885,c=4.139
space P 4 m m
a=3.885 c=4.139 nitrogen = 0.5
rmax=6.0 rpath=4.2 core=ti
atom
* At x y z tag
    Pb 0.0}00.
    Ti 
    0 0.5
    0 0.0}00.5\quad0.6174 planar
```

Note that CIF files can also be used as the input to ATOMS and will, in many cases, work just fine. The code that reads the CIF files is rather incomplete and a bit buggy, though. Also, DEMETER will refuse to attempt to import data from a CIF file that contains multiple occupancy for a crystallographic cite.

### 14.3.2 The Feff input file

atoms produces the output reproduced below. The absorption and correction calculations are at the top of the file. All the CONTROL cards are set to 1 and the PRINT cards are set to 0 . This will run all four modules of FEFF and produce the default output files. Several other useful FEFF cards are printed but commented out by an asterisk (*). The unique potential list is constructed in a simple fashion - the core atom is potential 0 and each different atomic species has a single potential. The atom list is printed in the format required by FEFF. The atom list has two comment columns. The indexed atomic symbol and radial distance are written by atoms for your use when reading 'feff.inp' and are ignored by FEFF.
feff will run to completion using the input file generated by atoms. It is still likely that the user will want to edit 'feff.inp'. Several assumptions are made by atoms that might not hold true. The assignment of unique potentials is made by a simple algorithm and may not adequately reflect the physics of the problem. The CONTROL cards are such that all four modules of Feff will be run. The Feff user might want to run the modules separately. Values for other cards have been assumed and might not be desired. Other cards have been left out entirely. Always check your 'feff.inp' file to be sure it is just what you want.

```
* This feff6 file was generated by Demeter 0.9.13
* Demeter written by and copyright (c) Bruce Ravel, 2006-2012
* --*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*------
* title = PbTiO3 10K,a=3.885,c=4.139
* space = P 4 m m
* a = 3.88500 b = 3.88500 c = 4.13900
* alpha = 90.00000 beta = 90.00000 gamma = 90.00000
* rmax = 5.0 core = ti
* shift =
* atoms
* # el. x y z tag
* Pb 0.00000 0.00000 0.00000 Pb
* Ti 0.50000 0.50000 0.53770 Ti
* 0 0.50000 0.50000 0.11180 axial
* 0 0.00000 0.50000 0.61740 planar
* --*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*--*----*-
TITLE PbTi03 10K,a=3.885,c=4.139
\begin{tabular}{llccccc} 
HOLE & 1 & 1.0 & \(*\) FYI: (Ti K edge © 4966 eV, second number is \(\left.\mathrm{SO}^{\wedge} 2\right)\) \\
\(*\) & mphase, mpath, mfeff, mchi \\
CONTROL & 1 & 1 & 1 & 1 \\
PRINT & 1 & 0 & 0 & 0
\end{tabular}
\begin{tabular}{lc} 
RMAX & 4.2 \\
\(*\) NLEG & 4
\end{tabular}
POTENTIALS
\begin{tabular}{cll} 
* ipot & Z & tag \\
0 & 22 & Ti \\
1 & 82 & Pb \\
2 & 22 & Ti \\
3 & 8 & 0
\end{tabular}
```

| ATOMS |  | * this list contains 94 atoms |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| * x | y | z | ipot | tag | distance |
| 0.00000 | 0.00000 | 0.00000 | 0 | Ti | 0.00000 |
| 0.00000 | 0.00000 | -1.76280 | 3 | axial. 1 | 1.76280 |
| 1.37355 | 1.37355 | 0.32988 | 3 | planar. 1 | 1.97031 |
| -1.37355 | 1.37355 | 0.32988 | 3 | planar. 1 | 1.97031 |
| 1.37355 | -1.37355 | 0.32988 | 3 | planar. 1 | 1.97031 |
| -1.37355 | -1.37355 | 0.32988 | 3 | planar. 1 | 1.97031 |
| 0.00000 | 0.00000 | 2.37620 | 3 | axial. 2 | 2.37620 |
| 2.74711 | 0.00000 | 1.91346 | 1 | Pb. 1 | 3.34783 |
| -2.74711 | 0.00000 | 1.91346 | 1 | Pb. 1 | 3.34783 |
| 0.00000 | 2.74711 | 1.91346 | 1 | Pb. 1 | 3.34783 |
| 0.00000 | -2.74711 | 1.91346 | 1 | Pb. 1 | 3.34783 |
| 2.74711 | 0.00000 | -2.22554 | 1 | Pb. 2 | 3.53548 |
| -2.74711 | 0.00000 | -2.22554 | 1 | Pb. 2 | 3.53548 |
| 0.00000 | 2.74711 | -2.22554 | 1 | Pb. 2 | 3.53548 |
| 0.00000 | -2.74711 | -2.22554 | 1 | Pb. 2 | 3.53548 |
| 2.74711 | 2.74711 | 0.00000 | 2 | Ti. 1 | 3.88500 |
| -2.74711 | 2.74711 | 0.00000 | 2 | Ti. 1 | 3.88500 |
| 2.74711 | -2.74711 | 0.00000 | 2 | Ti. 1 | 3.88500 |
| -2.74711 | -2.74711 | 0.00000 | 2 | Ti. 1 | 3.88500 |
| 0.00000 | 0.00000 | 4.13900 | 2 | Ti. 2 | 4.13900 |
| 0.00000 | 0.00000 | -4.13900 | 2 | Ti. 2 | 4.13900 |
| 2.74711 | 2.74711 | -1.76280 | 3 | axial. 3 | 4.26623 |
| -2.74711 | 2.74711 | -1.76280 | 3 | axial. 3 | 4.26623 |
| 2.74711 | -2.74711 | -1.76280 | 3 | axial. 3 | 4.26623 |
| -2.74711 | -2.74711 | -1.76280 | 3 | axial. 3 | 4.26623 |
| 1.37355 | 1.37355 | -3.80912 | 3 | planar. 2 | 4.27583 |
| -1.37355 | 1.37355 | -3.80912 | 3 | planar. 2 | 4.27583 |
| 1.37355 | -1.37355 | -3.80912 | 3 | planar. 2 | 4.27583 |
| -1.37355 | -1.37355 | -3.80912 | 3 | planar. 2 | 4.27583 |
| 4.12066 | 1.37355 | 0.32988 | 3 | planar. 3 | 4.35607 |
| -4.12066 | 1.37355 | 0.32988 | 3 | planar. 3 | 4.35607 |
| 1.37355 | 4.12066 | 0.32988 | 3 | planar. 3 | 4.35607 |
| -1.37355 | 4.12066 | 0.32988 | 3 | planar. 3 | 4.35607 |
| 4.12066 | -1.37355 | 0.32988 | 3 | planar. 3 | 4.35607 |
| -4.12066 | -1.37355 | 0.32988 | 3 | planar. 3 | 4.35607 |
| 1.37355 | -4.12066 | 0.32988 | 3 | planar. 3 | 4.35607 |
| -1.37355 | -4.12066 | 0.32988 | 3 | planar. 3 | 4.35607 |
| 2.74711 | 2.74711 | 2.37620 | 3 | axial. 4 | 4.55407 |
| -2.74711 | 2.74711 | 2.37620 | 3 | axial. 4 | 4.55407 |
| 2.74711 | -2.74711 | 2.37620 | 3 | axial. 4 | 4.55407 |
| -2.74711 | -2.74711 | 2.37620 | 3 | axial. 4 | 4.55407 |
| 1.37355 | 1.37355 | 4.46888 | 3 | planar. 4 | 4.87280 |
| -1.37355 | 1.37355 | 4.46888 | 3 | planar. 4 | 4.87280 |
| 1.37355 | -1.37355 | 4.46888 | 3 | planar. 4 | 4.87280 |
| -1.37355 | -1.37355 | 4.46888 | 3 | planar. 4 | 4.87280 |

## END

### 14.3.3 Modifying the Feff input file

There are many reasons why you may want to edit the 'feff.inp' before running FEFF. Here are some examples.

## Change the absorber

Suppose your absorber is a very dilute dopant such that you do not expect, on the average, that another example of the dopant resides anywhere near the absorber. In that case, you would want to leave the atoms list untouched but change the atomic species of the absorber.

In the example above, let's consider that the dilute absorber is Nb. To make it the absorber, we must modify the 'feff.inp' file like so:

```
\begin{tabular}{cll} 
POTENTIALS & & \\
* ipot & Z & tag \\
0 & 41 & Nb \\
1 & 82 & Pb \\
2 & 22 & Ti \\
3 & 8 & 0
\end{tabular}
    ATOMS * this list contains 94 atoms
    * y z ipot tag distance
            0.00000 0.00000 0.00000 0 Nb 0.00000
```

Note that the labels (i.e. the instances of the string "Nb") are for the benefit of the human reader of the file and are also used by DEMETER to provide some information for the user. The essential edit is to change the Z number of the absorber in the POTENTIALS list.

## Change a scatterer

Again, consider the situation of a Nb dopant in this crystal. With Ti as the absorber, we need to consider the possibility of a Nb atom in the third coordination shell. To do this, we must adit the POTENTIALS list to include Nb:

| POTENTIALS |  |  |
| ---: | :--- | :--- |
| $*$ ipot | Z | tag |
| 0 | 22 | Ti |
| 1 | 82 | Pb |
| 2 | 22 | Ti |
| 3 | 8 | 0 |
| 4 | 41 | Nb |

We must then replace one or more of the atoms in the third coordination shell with the new unique potential. Here is one example:
2.74711
2.74711
$0.00000 \quad 4 \mathrm{Nb}$
3.88500

Again, the "Nb" label is not used by FEFF in any capacity, but is used by DEMETER.

## Add an unique potential

You may choose to consider the possibility that the FEFF calculation might be improved by allowing the axial and planar oxygen atoms to have their own unique potentials. This probably won't make much of a difference in this case, but in the case of an double bonded oxygenyl ligand (as in a uranyl or vanadyl species), it almost certainly will.

First you must add a unique potential

| POTENTIALS |  |  |
| ---: | :--- | :--- |
| * ipot | Z | tag |
| 0 | 22 | Ti |
| 1 | 82 | Pb |
| 2 | 22 | Ti |
| 3 | 8 | axial |
| 4 | 8 | planar |

Then you must modify the potential indeces in the to use the new potential index: ATOMS list:

| 0.00000 | 0.00000 | -1.76280 | 4 | axial.1 |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 1.37355 | 1.37355 | 0.32988 | 3 | planar.1 | 1.76280 |
| -1.37355 | 1.37355 | 0.32988 | 3 | planar. 1 | 1.97031 |
| 1.37355 | -1.37355 | 0.32988 | 3 | planar.1 | 1.97031 |
| -1.37355 | -1.37355 | 0.32988 | 3 | planar.1 | 1.97031 |
| 0.00000 | 0.00000 | 2.37620 | 4 | axial.2 | 2.37620 |

Modify feff's parameters
FEFF has lots of options that can be used to control the calculation of the muffin tin potentials, to alter the self-energy model, or to enable other features of the code. ATOMS directly supports few of these additional features. Should you wish to use them, you must edit the ' feff .inp' accordingly.

## Chapter 15

## Extended discussions

This section is a catch-all for topics of data analysis and the operation of ARTEMIS that simply did not fit in other parts of this users' guide.

## Topics related to fitting EXAFS data

## Quick first shell theory

An in-depth discussion of how the quick first shell theory tool (Sec. 15.1 on the next page) works, what it is used for, and how it can be misused.

## Characteristic values

An explanation of the characteristic value (Sec. 15.2 on page 125), or CV, Data attribute. This is a tool for building expressive, flexible, and powerful models for multiple data set fitting problems.

## Geometric parametrization of bond length

A discussion of parametrizations of bond length (Sec. 15.3 on page 128).

## Modeling the disorder parameter

A discussion of parametrizations of the disorder parameter (Sec. 15.4 on page 132), $\sigma^{2}$.

## Using constraints and restraints

A discussion of model building (Sec. 15.5 on page 134) in IFEFFIT and ARTEMIS.
Using empirical standards
A discussion of the use of empirical standards (Sec. 15.7 on page 136) is implemented in Artemis.

## Topics related to Feff

## Unique potentials

The Atoms page (Sec. 4 on page 33) offers three ways of styling the potential indeces of the FEFF input
data. They are explained (Sec. 15.8 on page 141) by example using crystal data.
The pathfinder and fuzzy degeneracy
An explanation (Sec. 15.8 on page 141) of the pathfinder and of the concept of fuzzy degeneracy.

## To Do: Pages for

* Histograms,
* background co-refinement
* dealing with dopants
* constraints and restraints


### 15.1 Understanding the quick first shell tool in Artemis

ARTEMIS offers several ways to get information from FEFF into a fitting model. One of these is called a quick first shell path. It's purpose is to provide a model-free way of computing the scattering amplitude and phase shift well enough to be used for a quick analysis of the first coordination shell.

The way it works is quite simple. Given the species of the absorber and the scatterer, the absorption edge (usually K or $\mathrm{L}_{\mathrm{III}}$ ), and a nominal distance between the absorber and the scatterer, ARTEMIS constructs input for FEFF. This input data assumes that the absorber and scatterer are present in a rock salt structured crystal. The lattice constant of this notional cubic crystal is such that the nearest neighbor distance is the nominal distance supplied by the user. FEFF is run and the scattering path for the nearest neighbor is retained. The rest of the FEFF calculation is discarded. The nearest neighbor path is imported into ARTEMIS with the degeneracy set to 1 .

The assumption here is that the notional crystal will produce a scattering amplitude and phase shift for the nearest neighbor path that is close enough to what would be calculated by FEFF were the local structure actually known. Does this really work?

### 15.1.1 Using the quick first shell tool to model first shell data

To demonstrate what QFS does and to explain the constraints on the situations in which it can be expected to work, let's take a look at my favorite teaching example, . Anyone who has attended one of my XAS training courses has seen this example.

These three figures show the $S$ atom in the 1st coordination shell computed using the known crystal structure for . This calculation is the blue trace. The red trace is the contribution from a $S$ atom at the same distance as computed using the quick first shell tool. These calculations are plotted as $\chi(k),|\chi(R)|$, and $\operatorname{Re}[\chi(R)]$.


Figure 15.1: Using the quick first shell tool to model first shell data

As you can see, these two calculations are identical. You cannot even see the blue trace underneath the red trace. It is clear that the QFS calculation can be substituted for the more proper FEFF calculation of the contribution from the nearest neighbor.

Why does this work?
FEFF starts by calculating neutral atoms then placing these neutral atoms at the positions indicated by FEFF's input data. Each neutral atom has an associated radius - the radius within which the "cloud" of electrons has the same charge as the nucleus of the atom. The neutral-atom radii are fairly large. When placed at the positions in the FEFF input data, these neutral-atom radii overlap significantly. This is a problem for FEFF's calculation of the atomic potentials in the material because it means that electrons in the overlapping regions cannot be positively identified as belonging to a particular atom.

To address this situation, FEFF uses an algorithm called the Mattheis prescription, which inscribes spheres in Wigner-Seitz cells, to reduce the radii of all atoms in the material together until the reduced radii are just touching and never overlapping. These smaller radii are called the muffin-tin radii. The electron density within one muffin-tin radius is associated with the atom at the center of that sphere. All of the electron density that falls outside of the muffin-tin spheres is volumetrically averaged and treated as interstitial electron density. All the details are explained in J.J. Rehr and R.A. Albers, Rev. Mod. Phys., 72, (2000) p. 621-654 (DOI: 10.1103/RevModPhys.72.621).

The scattering amplitude and phase shift is then computed from atoms that have a specific size - the size of the muffin-tin spheres - and with the electron density associated with those spheres.

The reason that the two calculations shown above are so similar is because the muffin-tin radii of the Fe and $S$ atoms are almost identical. This should not be surprising. Either way of constructing the muffin tins - using the proper structure or using the rock-salt structure - start with Fe and S atoms separated by the same amount. The application of the algorithm for producing muffin-tin sizes ends up with nearly identical values. As a result the scattering amplitudes and phase shifts are nearly the same and the resulting $\chi(k)$ functions are nearly the same.

### 15.1.2 (Mis) Using the quick first shell tool beyond the first shell

This is awesome! It would seem that we have a model independent way to generate fitting standards for use in ARTEmis. No more mucking around with Atoms, no more looking up metalloprotein structures. Just use QFS!

If you think that seems too good to be true - you get a gold star. It most certainly is.
Following the example above, I now show the second neighbor from the proper calculation, which is also a S atom and which is at $3.445 \AA$. The red trace is a QFS path computed with a nominal distance of $3.445 \AA$. As you can see, there are substantial differences, particularly at low $k$, between the two.


Figure 15.2: (Mis)Using the quick first shell tool beyond the first shell
So, why does this not work so well? In the proper calculation, the size of the S muffin-tin has been determined
in large part by the Fe-S nearest neighbor distance. This same muffin-tin radius is used for all the S atoms in the cluster. Thus, in the real calculation, the contribution from the second neighbor S atom is determined using the same well-constrained $S$ muffin-tin radius as in the 1st shell calculation.

In contrast, the QFS calculation has been made with an unphysically large Fe-S nearest neighbor distance. Remember, the QFS algorithm works by putting the absorber and scatterer in a rock-salt crystal with a lattice constant such that the nearest neighbor distance is equal to the distance supplied by the user. In this case, that nearest neighbor distance is $3.445 \AA$ !

The algorithm for constructing the muffin tins requires that the muffin-tin spheres touch. Supplied with a distance of $3.445 \AA$, the muffin-tin radii are much too large, the electron density within the muffin tins is much too small, and the scattering amplitude and phase shift are calculated wrongly.

The central problem here is not that the red line is different from the blue line - although that is certainly the case and it is certainly a problem. The central problem is that, by misusing the QFS tool in this way, you introduce a large systematic error into your data analysis. This systematic error affects both amplitude and phase (as you can clearly see in the figures above). What's worse, you have no way of quantifying this systematic error. Your results for coordination number, $\Delta R$, and $\sigma^{2}$ will be wrong. And you have no way of knowing by how much.

Caution: In short, if you misuse the QFS tool in this way, you cannot possibly report a defensible analysis of your data.

To add even more ill cheer to this discussion, the problem gets worse and worse as the nominal distance of the QFS calculation gets larger. Here I show the same comparison, this time for the fifth coordination shell in, another S scatterer at $4.438 \AA$ :


Figure 15.3: (Mis)Using the quick first shell tool beyond the first shell

### 15.1.3 Executive summary

The quick first shell tool is given that name because it is only valid for first shell analysis.
If you attempt to use the QFS tool at larger distances, you introduce large systematic error into your data analysis. Don't do that!

### 15.1.4 So, what should you do?

Presumably, you have measured EXAFS on your sample because you because you do not know its structure.

The point of the EXAFS analysis is to determine the structure. The upshot of this discussion would seem to be that you need to know the structure in order to measure the structure. That's a catch- 22 , right?

Not really. As I often say in my lectures during XAS training courses: you never know nothing. It is rare that you cannot make an educated guess about what your unknown material might resemble. With that guess, you can run FEFF, parameterize your fitting model, and determine the extent to which that guess is consistent with your data.

## Crystalline analogs

In this paper, Shelly Kelly demonstrates how to use FEFF calculations on crystalline materials as the basis for interpreting the EXAFS of uranyl ions adsorbed onto biomass. In that paper, she shows the pH dependence of the fractionation of the uranyl ions among phosphoryl, carboxyl, and hydroxyl binding sites. Obviously, there is no way to make FEFF input data for uranyl ions on organic goo. However, Shelly realized that the basic structure of the uranyl-phosphoryl or uranyl-carboxyl ligands are very similar in the organic and inorganic cases. Thus she ran FEFF on the inorganic structure and pulled out those paths that describe the uranyl ion in its similar ligation environment in the organic case.

The great advantage of using the inorganic structures is that the muffin-tin radii are very likely to be computed well. The paths that describe the uranyl ligation environment have thus been computed reliably and with good muffin tin radii.

There is yet another advantage to this over attempting to use QFS for higher shells - consideration of multiple scattering paths. In the example from Shelly's paper, there are several small but nonnegligible MS paths to be considered for both carboxyl and phosphoryl ligands. Neglecting those in favor of a single-scattering-only model introduces further systematic uncertainty into the determination of coordination number, $\Delta R$, and $\sigma^{2}$.

## SSPaths

ARTEMIS offers another tool called an SSPath (Sec. 5.3.1 on page 54). An SSPath is a way of using well-constructed muffin tins to compute a scattering path that is not represented in the input structure provided for the FEFF calculation. For example, suppose you run a FEFF calculation on , a trigonal perovskite-like material with 6 oxygen scatterers at $1.93 \AA, 8$ La scatterers at $3.28 \AA$ or $3.34 \AA$, and 6 Co scatterers at $3.83 \AA$. Suppose you have some reason to consider a Co scatterer at $3 \AA$. You can tell ARTEMIS to compute that using the muffin-tin potentials from the calculation, but with a Co scatterer at that distance, which is not represented in the structure. Unlike an attempt to use a QFS Co path at that distance, the SSPath uses a scattering potential with a properly calculated muffin tin.

The advantage of the SSPath is that it it results in a much more accurate calculation than QFS. The disadvantage is that it can only be calculated on a scattering element already present in the FEFF calculation.

### 15.1.5 Reproducing the images above

To start, I imported the FeS2 data and crystal structure into Artemis. (You can find them here.) I ran atoms, then feff. I then dragged and dropped the nearest neighbor path onto the Data page. At this stage, ARTEMIS looks like this:

I begin a QFS calculation by selecting that option from the menu on the Data page:

The nearest neighbor path in is a $S$ atom at $2.257 \AA$.


Figure 15.4: Getting started with the comparison


Figure 15.5: Go compute the QFS path

Clicking OK, the QFS path is generated. I set the degeneracy of the QFS path to 6 so that I can directly compare the normally calculated path (there are 6 nearest neighbor $S$ atoms in ) to the QFS path. I mark both paths and transfer them to the plotting list. I am now ready to compare these two calculations. To examine another single scattering path, I drag and drop that path from the FEFF page to the Data page and redo the QFS calculation at that distance.


Figure 15.7: Ready to plot the comparison

### 15.2 Using a data group's characteristic value

At the top of the Data window (Sec. 3 on page 23) is the control for setting the characteristic value, or $C V$, of a data group. In this section, the purpose and use of the CV is explained.

The CV is a user-defined number which is associated with the data set and is used for special purposes when evaluating the math expressions associated with def and path parameters. By default, ARTEMIS simply increments the CV value for each data set imported - the first is set to 1 , the second to 2 , and so on. These values can be changed, but should always be integer-valued.

The CV value is used in two ways to construct rich math expressions and expressive fitting models.

### 15.2.1 The CV token

Consider a multiple data set fit to a material measured at various temperatures. For this discussion, let's consider a rock salt structured metal oxide, for instance ZnO . Let's also suppose that we have measured data at three temperatures, $10 \mathrm{~K}, 300 \mathrm{~K}$, and 500 K .

In a multiple data set fit, you may choose to model the $\sigma^{2}$ of the first shell $\mathrm{Zn}-\mathrm{O}$ bond using an Einstein model. This allows you to parameterize the $\sigma^{2}$ at each temperature as a function of a single variable parameter, the Einstein temperature. To do this, you must define a guess parameter to represent the Einstein temperature like so:

```
guess thetae = 500
```

The functional form of the Einstein model takes the variable Einstein temperature and the sample's measurement temperature as its arguments.

```
path
    sigma2 = eins(temp, thetae)
```

where temp represents the sample temparature. The pseudo-syntax used here is simply meant to represent the $\sigma^{2}$ parameter on a the Path page (Sec. 5 on page 47).

In a multiple data set fit, you would have to take care that temp is replaced each time it is used. That could be done in two ways. You could use various set parameters:

```
set temp1 = 10
set temp2 = 300
set temp3 = 500
path for data set 1
    sigma2 = eins(temp1, thetae)
path for data set 2
    sigma2 = eins(temp2, thetae)
path for data set 3
    sigma2 = eins(temp3, thetae)
```

Or you could simply state the temperature explicitly in the path parameter math expressions:

```
path for data set 1
    sigma2 = eins(10, thetae)
path for data set 2
    sigma2 = eins(300, thetae)
path for data set 3
    sigma2 = eins(500, thetae)
```

Both of those solutions work. But neither make effective use of the model building automation in ARTEMIS. In the chapter on the Path window (Sec. 5.1 on page 48), you learned about various ways of pushing path parameter values onto other paths. One efficient way of setting up a multiple data set fit would be to edit the path parameters for one of the data sets, then push the path parameters onto the other data sets.

Using the two strategies summarized above, you would need to do considerable editing after pushing the path parameter values. That sort of editing is often error-prone.

Here is a third way of solving this problem.

1. Set the CV for the three data sets to the temperature at which the data were measured. In our example, the three data sets would get CV values of 10,300 , and 500 .
2. Next, edit the $\sigma^{2}$ path parameter for one of the data sets to read
```
path for data set 1
    sigma2 = eins([CV], thetae)
```

3. Finally, push this $\sigma^{2}$ value on the other data sets without editing those to which it is pushed.

When ARTEMIS evaluates the fitting model, it will replace the [CV] token with the appropriate characteristic value. In short, the computer handles the error-prone (for a human) task of editing the many $\sigma^{2}$ path parameters.

While this may seem like a small improvement over handling the editing chores yourself, use of the CV really pays off for large or complicated fitting models. For a multiple data set fit with many data sets, use of the CV saves quite a bit of editing. Furthermore, you can use the CV value in many path parameter math expressions. For example, suppose you were to model the $\Delta R$ values with a temperature-dependent, linear explansion coefficient. The use of the CV in those math expressions saves even more error-prone, manual editing!

### 15.2.2 Use in lguess parameters

The second use of the CV is along with lguess parameters. These parameters are an eficient way of generating per-data-set guess parameters in a multiple data set fit while still making good use of the automation in ARTEMIS for pushing path parameter math expressions between data sets.

Let's again consider the ZnO sample measured at the same three temparatures. This time, however, we choose to float an independent parameter at each temperature.

The straightforward way of doing this would be something like

```
guess ss1 = 0.002
guess ss2 = 0.004
guess ss3 = 0.006
path for data set 1
    sigma2 = ss1
path for data set 2
    sigma2 = ss2
path for data set 3
    sigma2 = ss3
```

Here is how this can be done using the CV and an lguess parameter. First, set the CV values to the temperature values, as before. Next, do the following:

```
lguess ss = 0.002
path for data set 1
    sigma2 = ss
path for data set 2
    sigma2 = ss
path for data set 3
    sigma2 = ss
```

ARTEMIS will notice that ss is an lguess parameter. For each data set in which it is used, ARTEMIS will create a guess parameters named ss_[CV], where, as before, the [CV] is replaced by the CV value.

In the case of our example, three guess parameters will be created called ss_10, ss_300, and ss_500. Each of those will be given the initial value of the coresponding lguess parameter ( 0.002 in this case). The lguess parameter will not be used in the fit, but each of the generated guess parameters will be floated. At the end of the fit, the log file will report on each as for any other guess parameter.

The utility of the lguess parameter is that it allows you to define a common fitting model used across many data sets. You can use the automation built into ARTEMIS to push those path parameter math expressions between paths and data sets. Without further editing, the desired fitting model - with one guess parameter for each data set - is correctly made.

### 15.3 Geometric parametrization of bond length

### 15.3.1 Volumetric expansion coefficient

is a cubic crystal. Here is the crystal data

```
title name: Iron sulfide (pyrite)
title formula: FeS_2
title refer1: Elliot (1960) J.Chem. Phys. 33(3), }903
space P a 3
a= 5.404
rmax =9.00 rpath = 6.00
core = Fe
atoms
    Fe 0.00000 0.00000 0.00000 Fe
    S 0.38400 0.38400 0.38400 S
```

In this case, there are only two parameters that determine the locations of all the atoms in the cluster - the lattice constant a and the position of the S atom in the unit cell. For now, we'll neglect the effect of the position of the S atom.

In the FeS2 worked example (Sec. 13.1 on page 87), a parameterization was used which related $\Delta R$ for all the paths to a volumetric expansion coefficient, $\Delta R=\alpha \cdot \mathrm{R}_{e f f}$. Why does this work?

The distance $\mathrm{d}_{\text {eff }}$ between any two atoms in a cubic crystal is some geometrical factor multiplied by the lattice constant. That factor depends on the positions of the atoms in the unit cell, but is a pure number.

Thus, from the FEFF calculation, $\mathrm{d}_{e f f}(\mathrm{i}, \mathrm{j})=\mathrm{c}_{i, j} \cdot \mathrm{a}_{0}$ for any two atoms i and j . For any two pairs of atoms, $c_{i, j}$ is a different number, but the distances between all pairs of atoms are related by simple geometry and the value of the lattice constant.

We consider an isotropic expansion (or contraction, if $\alpha$ is negative) of the unit, which is reasonable for a cubic lattice that does not undergo a phase transition. So $\mathrm{a}=(1+\alpha) \cdot \mathrm{a}_{0}$.

The distance between any two atoms, after accounting for the isotropic expansion (or contraction) is

$$
\begin{aligned}
& \mathrm{d}_{i, j}=\mathrm{d}_{e f f}(\mathrm{i}, \mathrm{j})+\Delta \mathrm{d}(\mathrm{i}, \mathrm{j}) \\
& \mathrm{d}_{i, j}=\mathrm{c}_{i, j} \cdot \mathrm{a} \\
& \mathrm{~d}_{i, j}=\mathrm{c}_{i, j} \cdot(1+\alpha) \cdot \mathrm{a}_{0} \\
& \mathrm{~d}_{i, j}=\mathrm{c}_{i, j} \cdot \mathrm{a}_{0}+\mathrm{c}_{i, j} \cdot \alpha \cdot \mathrm{a}_{0} \\
& \therefore \Delta \mathrm{~d}(\mathrm{i}, \mathrm{j})=\mathrm{c}_{i, j} \cdot \alpha \cdot \mathrm{a}_{0} \\
& \Delta \mathrm{~d}(\mathrm{i}, \mathrm{j})=\alpha \cdot \mathrm{d}_{e f f}(\mathrm{i}, \mathrm{j})
\end{aligned}
$$

The expression $\alpha \cdot \mathrm{d}_{\text {eff }}$ works for all legs of any SS or MS path in a cubic crystal (assuming that there are no internal degrees of freedom, like the parameter for the position of the S atom in ). The length of a path, then, is the sum of the length of each leg. $\Delta R$ for a path is the sum of $\Delta \mathrm{d}$ for each leg. The sum of the $\mathrm{d}_{e f f}$ values is $\mathrm{R}_{e f f}$, thus $\Delta R=\alpha \cdot \mathrm{R}_{e f f}$.

While this trick is only valid for a cubic crystal, it does ilustrate two important points about artemis. First, it is an example of an interesting math expression relating a path's $\Delta R$ value to a fitting parameter. The $\Delta R$ of the path is not itself a variable of the fit, rather it is written in terms of $\alpha$, which is a variable of the fit.

Second, it is an example of a constrain which uses the information content of the data very well. We can include any number of paths with introducing new parameters for their $\Delta R$ values. $\alpha$ is a robust fitting parameter in the sense that every path is involved in its determination.

### 15.3.2 Propagating crystal distortion parameters

The room temperature structure of $\mathrm{PbTiO}_{3}$ is a tetragonal modification of the perovskite structure. The $\hat{c}$ axis is considerably longer than the $\hat{a}$ axis. The Pb atoms lie at the corners of the tetragonal cell, the Ti atom lies near the center of the cell, and the O atoms lie near the centers of the faces.

In a setting which places the Pb atoms at positions of high symmetry, i.e. right on the cell corners, the other atoms are displaced from sites of symmetry $\hat{c}$ direction. Here is the crystal data:

```
title PbTiO3 25C
title Glazer and Mabud, Acta Cryst. B34, 1065-1070 (1978)
core = ti }\quad\mathrm{ Space = P 4 m m
a = 3.905 c=4.156
rmax}=3.
atoms
! At.type x y z tag
    Pb 0.0 0.0 0.0
    Ti 0.5 0.5 0.5 0.539
    0 0.5 0.5 0.1138 axial
    0 0.0 0.5 0.6169 planar
```

There are 5 parameters that detrmine the positions of all the atoms in the crystal, thus there are 5 parameters that determine the lengths of all scattering paths. They are the two lattice constants, the $\hat{z}$ displacement of the Ti away from $\mathrm{z}=0$, the $\hat{z}$ displacement of the axial oxygen atom away from $\mathrm{z}=0.5$, and the $\hat{z}$ displacement of the planar oxygen atom away from $z=0.5$.

We set up a set of guess, def, and set parameters to encode this:

```
set a0 = 3.905
guess dela = 0
def a = a0 + dela
set c0 = 4.156
guess delc = 0
def c = c0 + delc
guess dti = 0.039
guess doax = 0.1138
guess dopl = 0.1169
after volume = a*a*c
```

I have also defined an after parameter which computes the volume of the unit cell. While this will not serve a purpose in the fitting model, it is useful information to report to the $\log$ file.

A 2-dimensional cut through this distorted perovskite is shown to the right. The Pb atoms are above and below this plane, the axial oxygen atoms are in line with the titanium atoms. The planar oxygen atoms are in a slightly non-collinear, buckled alignment with the Ti atoms.

The distortions of the Ti and O atoms split the first coordination shell into three distance. Along the $\hat{z}$ direction, there is a short Ti-O distance and long one. In the buckled plane, there are four equivalent $\mathrm{Ti}-\mathrm{O}$ distances.

Computing these distances requires some simple geometry, with the planar distance being just a bit more complicated.


Figure 15.8:

```
def rtio_sh = (0.5 - (doax-dti)) * c
def rtio_lo = (0.5 - (doax+dti)) * c
def rtio_pl = sqrt( (a/2)^2 + ((dopl+dti)*c)^2 )
```

The second shell Pb atoms are similarly computed using trigonometry and the appropriate structural parameters.

```
def rtipb_sh = sqrt( (a/2)^2 + c^2*(0.5 - dti)^2 )
def rtipb_lo = sqrt( (a/2)^2 + c^2*(0.5 + dti)^2 )
```

Finally, the $\mathrm{Ti}-\mathrm{Ti}$ distances in the thrid coordination shell are comparatively trivial. This shell is split by the tetragonal disortion into two subshells. The distances are the lattice constants, as you can be seen in the schematic above.

We now have math expressions for the interatomic distances between the Ti absorber and each type of scatterer up to the third coordination shell. These math expressions for these 7 paths are expressed in terms of the 5 guess parameters above. The nice thing about these expressions is that the interatomic distances are expressed in terms of easily intepretable parameters of the crystal structure.

Now, encoding the $\Delta R$ path parameter for each of these paths is simple. We just subtract $\mathrm{R}_{\text {eff }}$ from the corresponding math expression.

```
path short axial oxygen:
    delr = rtio_sh - reff
path planar oxygen:
    delr = rtio_pl - reff
path long axial oxygen:
    delr = rtio_lo - reff
path short lead:
    delr = rtipb_sh - reff
path long lead:
    delr = rtipb_lo - reff
path short titanium:
    delr = a - reff
path long titanium:
    delr = c - reff
```

There are important collinear or nearly-collinear multiple scattering paths at the distance of the third shell Ti atom. These are shown in the yellow and green shaded areas of the schematic above.

The $\Delta R$ parameters for the axial multiple scattering paths are simply the same as for the corresponding single scattering path. This is the case because the distortions in $\mathrm{PbTiO}_{3}$ are all in the $\hat{z}$ direction, so those MS paths must have the same length as the corresponding SS paths.

In the planar direction, you need to add up the lengths of the legs and subtract $\mathrm{R}_{\text {eff }}$ for their $\Delta R$ parameters:

```
path planar double scattering:
    delr = (a + 2*rtio_pl)/2 - reff
path planar triple scattering:
    delr = 2*rtio_pl - reff
```

This strategy of adding up leg lengths works for any kind of multiple scattering path you include in this fit.
This is lovely! With 5 guess parameters and some well-considered math expressions, we are able to encode $\Delta R$ parameters for all the paths in the fit. As more scattering paths are considered for the fit, it is not necessary to include any more guess parameters for $\Delta R$.

### 15.3.3 Parametrizations of distance in non-crystalline materials

Interesting geometrical constraints on distance are not the sole province of crystalline materials. In the following two papers, I show the details of an analysis of Hg bound to the pyrimidine ring of a nucleotide in a synthetic DNA structure. To cope with severe information limits in my data, I made some simplifying assumptions about the structure of the $\mathrm{Hg} / \mathrm{DNA}$ complex. I then employed a bit of trigonometry to express all the absorber-scatterer distances as functions of a small number of guess parameters.

- B. Ravel et al., Rad. Phys. Chem., 78:10, (2009) p. S75-S79 (DOI: 10.1016/j.radphyschem.2009.05.024)
- B. Ravel, J. Phys. Conf. Series, 190, (2009) p. 012026 (DOI: 10.1088/1742-6596/190/1/012026)

To Do: Need more examples

### 15.4 Modeling disorder

The $\sigma^{2}$ term in the EXAFS equation accounts for the mean square variation in path length. This variation can be due to thermal or structural disorder. Even in a well-ordered material, like Cu or another FCC metal, data are measured at finite temperature. The absorber and scatterer are both in motion due to the finite temperature. Each interaction of the incident X-ray and the absorber is like a femtosecond snapshot of the coordination environment. As those snapshots are averaged in the EXAFS measurement, $\sigma^{2}$ is non-zero, even in the well-ordered material.

A structural disordered contributes another term to $\sigma^{2}$. Due to structural disorder, the scatterers which are nominally contained in a scattering shell may be centered around somehwat different distances. When the contributions from those scatterers are considered, $\sigma^{2}$ will be larger than what is expected from purely thermal effects.

Consequently, $\sigma^{2}$ is always non-zero in an EXAFS fit and a proper interpretation of the fitted value of $\sigma^{2}$ will take into account both the thermal and structural component.

It is usually a challenge to distinguish the thermal and structural contributions to $\sigma^{2}$. As with any highly correlated effects, the only way to disentangle the two contributions is to do something in the experiment which is sensitive to one or both.

One common approach for understanding the thermal part of $\sigma^{2}$ is to measure the sample at two or more temperatures. Assuming the material does not change phase in that temperature range, we expect the thermal part of $\sigma^{2}$ to have a temperature dependence while the structural part may reman fixed (or at least change much less). Another possible way to disentangle the two contributions is to measure EXAFS data as a function of pressure. In that case the thermal contribution can be modeled as a function of pressure and a Grüneisen parameter.

### 15.4.1 Debye and Einstein models

IFEFFIT provides two bult-in functions for modeling $\sigma^{2}$ as a function of temperature.

## Einstein model

The Einstein model assumes that the absorber and scatter are balls connected by a quantum spring. They oscillate with a single frequency and the low-temperature motion saturates to a zero-point motion. The function for computing $\sigma^{2}$ from the Einstein is a function of the measurement temperature, an Einstein temperature, and the reduced mass of the absorber/scatterer pair. In ARTEMIS one writes:

```
path:
    sigma2 = eins(temperature, thetae)
```

Typically, temeprature is a set parameter whise value is the mesurement tempreature of the data and thetae is a guess parameter representing the Einstein temprature - i.e. the characteristic frequency of vibration expressed in temeprature units - of the absorber-scatterer pair. The reduced mass is computed by IFEFFIT from the information provided by FEFF about the scattering path.

The Einstein function is most useful as part of a multiple data set fit. In that case, a path can have its $\sigma^{2}$ parametrized using the eins function and a single $\Theta_{E}$ guess parameter is used for all temperatures.

## Correlated Debye model

The correlated Debye model assumes that the $\sigma^{2}$ for any pair of atoms can be computed from the acoustic phonon spectrum. That is, a single charcteristic energy - the same Debye temperature, , that is determined from the heat capacity of the material - can be used to compute $\sigma^{2}$ for any path in the material. In ARTEMIS one writes:

```
path:
    sigma2 = debye(temperature, thetae)
```

This is a very powerful concept. All $\sigma^{2}$ parameters in the fit are determined from a single variable $\Theta_{D}$. The caveat is that the correlated Debye model is only strictly valid for a monoatomic material. In practice, the Debye model works well for metals like $\mathrm{Cu}, \mathrm{Au}$, and Pt . It works poorly for any material that has two or more atomic species.

Both models are described in S. Sevillano, H. Meuth, and J.J. Rehr, Phys. Rev., B20:12, (1979) p. 4908-4911 (DOI: 10.1103/PhysRevB.20.4908).

### 15.4.2 Collinear multiple scattering paths

This valuable paper by E.A. Hudson et al., Phys. Rev., B54:1, (1996) p. 156-165 (DOI: 10.1103/PhysRevB.54.156) explains the relationships between $\sigma^{2}$ parameters for single scattering paths and certain multiple scattering paths.

The diagram to the right demonstrates the various kinds of collinear MS paths and how they relate to the corresponding SS path.
To begin, we define guess parameters for the $\sigma^{2}$ of the SS paths to atoms 1 and 2.

$$
\begin{array}{ll}
\text { guess } & s s 1=0.003 \\
\text { guess } & \text { ss2 }=0.003
\end{array}
$$

Figure 15.9:


The next two paths are double and triple scattering paths that scatter in the forward direction from atom 1 , then in the backward direction atom 2. As explained by Hudson, et al., these paths have the same $\sigma^{2}$ as the SS path to atom 2, i.e. $\sigma^{2}=\mathrm{ss} 2$ for both these paths.

The next three paths involve scattering from the absorber. The collinear DS and TS paths simply have $\sigma^{2}=2 *$ ss1. The path in which the photoelectron rattles back and forth between the absorber and atom 1 has $\sigma^{2}=4 *$ ss 1 .

The caveat to these relationships is that the motion of the intervening atom in the perpendicular direction is presumed to be a negligible contribution to the mean square variation in path length. This is, of course, not strictly true. In very high quality data, you may see deviations from the expressions presented by Hudson, et al., but in most cases they are an excellent approximation and a powerful constraint that you can apply to the paths in your fit.

### 15.4.3 Sensible approximations for triangular multiple scattering paths

In the FeS2 example (Sec. 13.1 on page 87), we saw that a couple of non-collinear multiple scattering paths contributed significantly to the EXAFS. For these triangular paths, unlike for collinear paths, there is no obvious relationship between their $\sigma^{2}$ parameters and the $\sigma^{2}$ for the SS paths.

One of the triangular paths in the fit was of the form $\mathrm{Abs} \rightarrow \mathrm{Fe} \rightarrow \mathrm{S} \rightarrow \mathrm{Abs}$. The $\mathrm{S} \rightarrow \mathrm{Abs}$ leg is like half the first neighbor path. The $\mathrm{Fe} \rightarrow \mathrm{S}$ is also like half the first neighbor path. The mean square vairation in path length along those two legs of the path is the $\sigma^{2}$ for the first path. FinallyThe Abs $\rightarrow$ Fe leg is like half the
fourth shell path.
The math epression for the $\sigma^{2}$ of this triangle path was set as

```
path Fe-S triangle:
sigma2 = ss1 + ss_fe/2
```

This approximation of $\sigma^{2}$ has the great virtue of not introducing a new parameter to the fit. It neglects any attenutation to the path due to thermal variation in sattering angle. While that is an important effect, there is no simple and accurate way to model it.

This example demonstrates the decision that must be made every time a non-collinear multiple scattering path is considered for a fitting model. In short, you have three choices:

1. Do nothing, leave the MS path out of the fit.
2. Include the MS path, but allow it to have it's own $\sigma^{2}$ parameter.
3. Include the MS path, but approximate it's $\sigma^{2}$ in terms of parameters which are already part ofthe fitting model, presumably the parameters of the $\mathrm{SS} \sigma^{2}$ values.

The $\mathrm{Abs} \rightarrow \mathrm{Fe} \rightarrow \mathrm{S} \rightarrow \mathrm{Abs}$ path in was really quite large. Going for choice number 1 and leaving it out of the fit is clearly a poor choice.

Number 2 is, in principle, the best choice. As an independently floated parameter, it's $\sigma^{2}$ will account for the mean square vriation in path length and the effect of variation in $t$ he scattering angle. Unfortunately, this parameter is likely not to be highly robust because it is only used for this one path. There just is not much information available to determine its proper value. And if the fit includes several triangle paths, each of which has a $\sigma^{2}$ parameter of similarly weak robustness, the problem becomes amplified.

In almost all cases, option number 3 is the best choice. The approximation is not horribly wrong, thus it introduces only a little bit of systematic error into the fitting model. Including the Fourier components from the path is better than neglecting the path. Since a reasonable approximation can be made without introducing new variable parameters to the fit, the triangle path should be included.

The $\mathrm{Abs} \rightarrow \mathrm{Fe} \rightarrow \mathrm{S} \rightarrow \mathrm{Abs}$ path had the virtue that all of its legs were represented by SS paths already included in the fit. Another triangle path was included: $\mathrm{Abs} \rightarrow \mathrm{S} \rightarrow \mathrm{S} \rightarrow \mathrm{Abs}$. In this case, the first and last legs are related to the first coordination shell. The middle leg, $\mathrm{S} \rightarrow \mathrm{S}$, has no corresponding SS path. In the FeS2 example (Sec. 13.1 on page 87), this triangle path was given a $\sigma^{2}$ math expression of 1.5 times the first shell $\sigma^{2}$.

This is obviously not accurate. Like all such triangle paths, the decision outlined above must be worked through. In this case, the fit benefits by including this triangle path, but it does not merit having its own floating parameter. I assert that value of $\sigma^{2}$ that is "a bit more than the first shell" is reasonable.

This is discussed in more detail in Scott Calvin's book, XAFS for Everyone.

### 15.5 Constraints and restraints

## To Do: Write me!

### 15.6 Using bond valence sums in Artemis

The concept of a bond in inorganic or crystal chemistry is a bit ambiguous. In a seminal pair of papers, D. Altermatt and I. D. Brown, Acta Cryst. B, 41, (1985) p. 240-244 (DOI: 10.1107/S0108768185002051) and I. D. Brown and D. Altermatt, Acta Cryst. B, 41, (1985) p. 244-247 (DOI: 10.1107/S0108768185002063) Brown and Altermatt proposed this definition "All neighbouring cation-anion distances are considered to be bonds although not all of equal strength." In this model, each bond between atoms i and j has a number - the bond valence - $\mathrm{s}_{i j}$ which is inversely proportional to bond distance. The bond valence is defined as $\mathrm{s}_{i j}=\exp \left(\left(\mathrm{R}_{0, i j}-\mathrm{R}_{i j}\right) / \mathrm{B}\right)$, where $\mathrm{R}_{i j}$ is the contact distance and $\mathrm{R}_{0, i j}$ and B are empirically determined parameters.

They searched through the Inorganic Crystal Structures Database to determine empirical values for $\mathrm{s}_{i j}$ for over 150 cation/anion pairs. Other authors have supplemented this work with additional cation/anion pairs. Most of these are for common anions, such as oxygen, nitrogen, or sulfur. Interestingly, B is nearly constant across all bonds and equal to 0.37 . For some cations such as $K$ and $U$, the value of $B$ can be as high as about 0.6. $\mathrm{R}_{0, i j}$ depends on the contact pair and has been tabulated along with B in a database.
The bond valance sum, then, is the sum of $\mathrm{s}_{i j}$ over all pairs in a coordination shell: $\mathrm{V}=\Sigma \mathrm{s}_{i j}$. The bond valence sum V should be equal to the formal valence of the absorber cation. This provides a way of relating coordination number, bond distance, and formal valence in a way that is useful and directly applicable to EXAFS analysis.

### 15.6.1 Computing a bond valence sum from a fit

artemis provides a tool for computing a bond valence sum from a list of paths included in a fit. A set of paths to be included in the sum can be marked in a path list. From the Actions menu, selecting "Compute bond valence sum" will display the dialog on the right.

Some care is taken to verify that your selection of paths is sensible. ARTEMIS will notice if you have marked multiple scattering paths or have marked paths with absorber/scatterer pairs that are not in the bond valence database. Although it will proceed with a calculation, ARTEmIS will warn you if it seems as though you have included paths that do not seem to be a part of the first coordination shell.

ARTEMIS also tries to make good guesses about the formal valences of the absorber and scatterer, althoguh it will often guess wrongly. It is, therefore, essential that you set the valences correctly using the choice menus at the top of the bond valence dialog. It is much more likely that the absorber valence will be guessed incorrectly.

You will notice that one of the valence options for many absorber species is " 9 ", an obviously wrong value of valence. The bond valence database says "Bond valence parameters for atoms whose oxidation state is given as 9 do not have an oxidation state specified in the original citation. They may apply to a particular, but unspecified, oxidation state or they may be intended to apply to all oxidation states."

In order to make the bond valence summation, the degeneracy of each path included in the sum must be multiplied by its evaluation of $s_{i j}$ (which also uses the evaluation of $\mathrm{R}=\mathrm{R}_{0}+\Delta R$ as the value of $\mathrm{R}_{i j}$ ). Because path degeneracy might need to consider quite complicated parameterization of the $S_{0}^{2}$ path parameter as well as the N path parameter, ARTEMIS will multiply the evaluations of the N and $S_{0}^{2}$ path parameters together to use as the evaluation of degeneracy in the summmation. It is up to you, the user, to supply a value for
the actual amplitude reduction factor, $S_{0}^{2}$ to be divided out of the summation.
Pressing the "Compute" button will make the bond valence sum, reporting its value in the box so labeled. Any feedback will be written in the larger text control. For a successful calculation, the values of $\mathrm{R}_{i j}$ and B obtained from the database will be displayed. Any warnings about the path selection will be printed in the feedback box in bold red text.

### 15.6.2 Using a bond valance sum as a restraint

The bond valence sum can be used a restraint on a fit. That is, the relationship between formal valence, coordination number, and bond distance can be used as prior knowledge guiding the fit. If the absorber/scatterer pair are in the bond valence database, values for $\mathrm{R}_{0, i j}, \mathrm{~B}$, and the formal valence of the obsorber can be defined as set parameters. The bond valence sum is expressed as a def parameter. Finally, the difference between the bond valence sum and the formal valence are expressed as a restrain parameter. These are shown below for the $\mathrm{Fe}-\mathrm{O}$ bond in FeO . In FeO the iron atom is of valence $2+$ and the oxygen is 2-.


When the fit is evaluated, the restrain parameter will be added in quadrature to the evaluation of $\chi^{2}$. This sum will be minimized in the fit. In a fit to FeO , the coordination number is fixed to 6 , the value known from cyrstallography. By using this restraint, the value of $\Delta R$ will be encouraged to assume a value that results in a bond valence sum of 2 . By increasing the value of the scale parameter, the strength of the restraint is increased. For a very large value of scale, $\Delta R$ will constrained to a value that forces the bond valence sum to 2. For a very small value of scale, the restraint will be weak and $\Delta R$ will be given more freedom to deviate from a value that casues a bond valence sum of 2 .

This example shows the simplest case of a single scattering path contributing to the bond valence sum. The math expressions to establish the restraint would be more complicated for a more disrodered first shell, but those math expressions would follow the same pattern as this example.

### 15.7 Fitting with empirical standards

Let me just say up front that ARTEMIS is intended as a front-end to FEFF for the problem of EXAFS analysis. In almost all cases, FEFF is the right tool for that job and there are extremely few cases where the use of empirical standards is preferable to using FEFF. As discussed elsewhere in this manual, there are a situations where the application of FEFF to a particular problem may not be obvious. Any situation for which the choice of a starting configuration of atomic coordinates, as needed for FEFF's input data, is not obvious might fall into that category. In one of those situations, you might be tempted to puruse empirical standards. You would, however, usually be better served by adopting one of the strategies that have been developed for
applying FEFF calculations to unknown structures.
That said, there are a small handful of situations where the use of empirical standards is justified. In fact, I can think of two. The situation where an absorber and a scatterer are bound by a hydrogen atom - i.e. there is a hydrogen atom in the space between the absorber and scatterer from which the photoelectron might scatter - is poorly handled by FEFF. In that case, finding a suitable empirical standard will likely be an improvement over the systematic error introduced by FEFF's poor handlng of the hydrogen. The second example would be a heterogeneous sample - like a soil - which contains a component which varies little from sample to sample. In that case, using an emirical standard to represent the unchanging component and using FEFF to model the behavior of the component(s) which do change across the ensemble of measurements might be a fruitful strategy.

To this end, DEMETER offers a mechanism for generating an empirical standard from measured data. This is saved in a form that can be used by ARTEMIS as if it were a normal path imported into the fit in the normal way.

My example will use the copper foil data at 10 K and 150 K , which can be found at at my Github site. In order to demonstrate the gneration and use of an empirical standard, I will use the uncomplicated example of using the low temperature data as the standard for the analysis of the higher temperature data. Of course, a real-world scenario will be much more complicated that this example, but it should demonstrate the mechanics of making and using the empirical standard.

### 15.7.1 Preparing the empirical standard

It starts by processing the data properly. First, import the two data sets into athena. Take care that the data are aligned and have the same values for $E_{0}$. Choose a k-range over which both data sets are of good quality. I have chosen a range of $3 \AA^{-1}$ to $12 \AA^{-1}$. Then choose an R -range to enclose and isolate the first peak, which corresponds to the first coordination shell. Here, I chose 1.8 Åto $2.8 \AA$.


Figure 15.11: The Cu foil data at two temperatures have been imported into ATHENA, aligned, and processed.



Figure 15.12: Here are the Cu foil data at the two temperatures plotted in R-space (left) and back-transform k-space (right).

Select the data set from which you wish to make an empirical standard, in this case the data measured at 10 K . In the File menu is a "Export". One of the options is to export an empirical standard.


Figure 15.13: Exporting the processed data as an empirical standard.

This will prompt you for a file name using the standard file selection dialog. The default file is the name of the data group with '. es' as the extension. It will then prompt you for the species of the scattering element using a periodic table dialog. ATHENA has no way of knowing the scatterer species, so you have to provide this information. In this case, you would click on Cu since this is a copper foil.


Figure 15.14: Select the species of the scatterer from the periodic table interface.

### 15.7.2 Using the empirical standard

Now fire up artemis and import the 150 K data from the athena project file you saved before closing athena. (You did save your work, didn't you?!) The k- and R-ranges will be imported as they were set in athena. To begin the analysis using the empirical standard, click on the hot text indicated in the figure below. You can also import this sort of standard from the "Data-¿Other fitting standards..." menu.


Figure 15.15: The 150 K data have been imported into ARTEMIS and we are ready to import the prepared empirical standard.

Once the empirical standard is imported, it will be displayed just like a normal path. You can tell it is an empirical standard because its label contains the token "[Emp.]".

Here I have set up a 4-parameter fit typical for a first shell analysis, except that I have set the $E_{0}$ parameter to 0 . The amplitude, $\sigma^{2}$, and $\Delta R$ are guess parameters.

We are now ready to hit the Fit button. Shown below are the results of the fit with the fitting space chosen first as $R$, then as $q$.

The results fitting in R or q are pretty similar, which is reassuring.


Figure 15.16: The 150 K data and the empirical standard have been imported into ARTEMIS.



Figure 15.17: The results of the fit with the fitting space selected as R and the plot displayed in R .



Figure 15.18: The results of the fit with the fitting space selected as $q$ and the plot displayed in $q$.

The value for the amplitude is consistent with and close to 1 , which is should be since the copper metal is 12-fold coordinate at both temperatures.

The value for the change in $\sigma^{2}$ is $0.0017 \pm 3$, which seems reasonable for this change in temperature.
The value for $\Delta R$ fitted in q space is $0.001 \pm 1$. Fitted in $R$ space, the uncertainty is 0.002 . That's kind of interesting. In either case, the uncertainty in R is smaller than for a Feff-based fit for a number of reasons. Probably the most significant is that both standard and data are of excellent quality. Were the data the sort of marginal data that comes from most research problems on difficult materials, the effects of statistical and systematic noise would be much more dramatic. Also relevant to the small uncertainty is that this fitting problem has been contrived (by virtue of careful alignment and choice of $E_{0}$ back in Athena) to remove the fitted change in $E_{0}$ from the problem. By removing the parameter most correlated with $\Delta R$, we significantly reduces the uncertainty in $\Delta R$.

I would not interpret all of this to mean that use of empirical standards is superior to the use of Feff. In the specific case where the first coordination shell is of known contents and can be well isolated from higher shells and where you are confident that your unknown is identical to your standard except for small changes in $\mathrm{N}, \mathrm{R}$, or $\sigma^{2}$, then empirical standards are a useful tool for your EXAFS toolbox.

### 15.8 Unique potential styles

Consider this 'atoms.inp' file for sodium uranyl triacetate:

```
title = Templeton et al.
title = Redetermination and Absolute configuration of Sodium Uranyl(VI) triacetate.
title = Acta Cryst 1985 C41 1439-1441
space = P 21 3
a = 10.6890 b = 10.6890 c = 10.6890
alpha = 90.0 beta = 90.0 gamma = 90.0
core = U edge = L3 rmax = 7.0
shift 0.00000 0.00000 0.00000
atoms
! elem x y z tag occ.
\begin{tabular}{llllll}
U & 0.42940 & 0.42940 & 0.42940 & U & 1.00000 \\
Na & 0.82860 & 0.82860 & 0.82860 & Na & 1.00000 \\
0 & 0.33430 & 0.33430 & 0.33430 & Oax & 1.00000 \\
O & 0.52420 & 0.52420 & 0.52420 & Oax & 1.00000 \\
0 & 0.38340 & 0.29450 & 0.61100 & Oeq & 1.00000 \\
0 & 0.54640 & 0.24430 & 0.50070 & Oeq & 1.00000 \\
C & 0.47860 & 0.22600 & 0.59500 & C & 1.00000 \\
C & 0.50880 & 0.12400 & 0.68620 & C & 1.00000
\end{tabular}
```

This crystal has 4 elemental species distributed over 8 crystallographic positions. Two of the oxygen sites are the two oxygenyl sites with U-O double bond distance of about $1.76 \AA$. The remaining oxygen sites are single bonded at a distance of about $2.46 \AA$.
In the Atoms and Feff chapter (Sec. 4 on page 33), the concept of unique potential styles was introduced. Here we show examples of how these work using sodium uranyl triacetate.

### 15.8.1 Each element gets a unique potential

Choosing the "elements" style assigns a unique potenitial to each atomic species in the crystal. Using this style results in the following 'feff.inp' file:
TITLE Templeton et al.
TITLE Redetermination and Absolute configuration of Sodium Uranyl(VI) triacetate.
TITLE Acta Cryst 1985 C41 1439-1441
HOLE 41.0 * FYI: (U L3 edge @ 17166 eV , second number is $\mathrm{SO}^{\wedge} 2$ )

* mphase,mpath,mfeff,mchi

| CONTROL | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- |
| PRINT | 1 | 0 | 0 | 0 |

RMAX 5.0
*NLEG 4
POTENTIALS

| * ipot | Z | tag |
| :---: | :--- | :--- |
| 0 | 92 | U |
| 1 | 92 | U |
| 2 | 11 | Na |
| 3 | 8 | 0 |
| 4 | 6 | C |



This is reasonable input for feff. Indeed, for many crystals, the elements style is exactly what you want. With four elements in the cyrstal, five unique potentials are made. The absorber is always potential index 0 . The remaining uranium atoms are given potential index 1 .

For this material, it is probably a poor idea to give the axial (double bonded, distance $1.76 \AA$ ) and equatorial (single bonded, distance $2.46 \AA$ ) the same potential index. Doing so forces their muffin tin radii to be the same. Given this substantial difference in distance, it is probably a good idea to let the two types of oxygen atoms have different muffin tin radii so that their scattering amplitudes and phase shifts can be computed differently. That introduces a more chemically reasonable potential model.

### 15.8.2 Each tag gets a unique potential

The two oxygen types can get differnt unique potentials by choosing the "tags" style. Note that in the 'atoms.inp' pairs of oxygen sites were given the tags "Oax" and "Oeq". Also note that the two carbon sites were given the same tag. With all this, we get the following 'feff.inp' file:

```
TITLE Templeton et al
TITLE Redetermination and Absolute configuration of Sodium Uranyl(VI) triacetate.
TITLE Acta Cryst 1985 C41 1439-1441
HOLE 4 1.0 * FYI: (U L3 edge @ 17166 eV, second number is S0^2)
* mphase,mpath,mfeff,mchi
\begin{tabular}{lllll} 
CONTROL & 1 & 1 & 1 & 1 \\
PRINT & 1 & 0 & 0 & 0
\end{tabular}
RMAX 5.0
*NLEG 4
POTENTIALS
\begin{tabular}{cll} 
* ipot & Z & tag \\
0 & 92 & U \\
1 & 92 & U \\
2 & 11 & Na \\
3 & 8 & 0 \\
4 & 8 & 0 \\
5 & 6 & C
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{ATOMS} & \multicolumn{4}{|l|}{* this list contains 81 atoms} \\
\hline * x & y & z & pot & tag & distance \\
\hline 0.00000 & 0.00000 & 0.00000 & 0 & U & 0.00000 \\
\hline 1.01332 & 1.01332 & 1.01332 & 3 & Oax. 1 & 1.75512 \\
\hline -1.01652 & -1.01652 & -1.01652 & 3 & Oax. 2 & 1.76067 \\
\hline 1.25061 & -1.97853 & 0.76213 & 4 & Deq. 1 & 2.46160 \\
\hline -1.97853 & 0.76213 & 1.25061 & 4 & Deq. 1 & 2.46160 \\
\hline
\end{tabular}
```

Note that potential indeces 3 and 4 are both for oxygen atoms. 3 is for the short, axial oxygens and 4 is for the longer, equatorial oxygens.

### 15.8.3 Each site gets a unique potential

The final option for potential assignement is the "sites" style. In this style, each crystallographic position gets its own potential index.

This is a somewhat dangerous option because FEFF only allows up to 7 potentials beyond the absorber (for a total of 8). In this crystal, we have 8 sites which results in 8 unique potentials. The software dutifully writes out the 'feff.inp' file, but it also issues the warning shown on the right.


Figure 15.19:

| TITLE Templeton et al. |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| TITLE Redetermination and Absolute configuration of Sodium Uranyl (VI) triacetate. |  |  |  |  |
| HOLE 41.0 * FYI: (U L3 edge @ 17166 eV , second number is $\mathrm{SO}^{\sim} 2$ ) |  |  |  |  |
| * mphase,mpath,mfeff,mc |  |  |  |  |
| CONTROL | 11 | 11 |  |  |
| PRINT | 10 | 00 |  |  |
| RMAX 5.0 |  |  |  |  |
| *NLEG 4 |  |  |  |  |
| POTENTIALS |  |  |  |  |
| * ipot Z tag |  |  |  |  |
| 0 | 92 U |  |  |  |
| 1 | 92 U |  |  |  |
| 2 | 11 Na |  |  |  |
| 3 | 8 0 |  |  |  |
| 4 | 80 |  |  |  |
| 5 | 80 |  |  |  |
| 6 | 80 |  |  |  |
| 7 | 6 C |  |  |  |
| 8 | 6 C |  |  |  |
| ATOMS $\quad *$ this list contains 81 atoms |  |  |  |  |
| * x y z ipot tag distance |  |  |  |  |
| 0.00000 | 0.0 .00000 | 0.00000 | 0 U | 0.00000 |
| 1.01332 | 1.01332 | 1.01332 | 4 Oax. 1 | 1.75512 |
| -1.01652 | - -1.01652 | -1.01652 | 3 Oax. 2 | 1.76067 |
| 1.25061 | -1.97853 | 0.76213 | 6 Deq. 1 | 2.46160 |
| -1.97853 | 30.76213 | 1.25061 | 6 Deq. 1 | 2.46160 |
|  | ... (more | oms follo |  |  |

If you attempt to run FEFF with this input data, ARTEMIS will complain with the rather repetitious error message shown to the right and not run FEFF. You have to fix the FEFF input data either by hand-editing or by re-running ATOMS with a different potentials style.

### 15.9 The pathfinder and fuzzy degeneracy



### 15.9.1 How the path finder works

Figure 15.20:

Given a list of atomic coordinates for a cluster of atoms:
A heap is a tree-shaped data structure. Each node is guaran-
teed to represent a shorter path length than all nodes below it. The top node is, thus, guaranteed to be the shortest path. See S.I. Zabinsky, et al., Phys. Rev., B66:22, (1995) p. 2995-3009 (DOI: 10.1103/PhysRevB.52.2995) for more details.

1. Find all paths (0i0), $i \neq 0$ in the cluster. These paths are represented by the two-leg diagram to the
right. Put each such path in a heap.
2. For each such path, add a leg with $j \neq i, j \neq 0$. Put all ( $0 i j 0$ ) in the heap. These paths are represented by the three-leg diagram to the right.
3. Up to some order of scattering, populate the heap with ( $0 \mathrm{i} \ldots \mathrm{x} 0$ ).
4. Test each path ( $0 \mathrm{i} . . . \mathrm{x} 0$ ) for magnitude. If small, discard and do not consider any ( $0 \mathrm{i} \ldots \mathrm{xy}$ ) .
5. Use up all atoms in the cluster and up to some order of scattering (FEFF's default is 7 legs).


Figure 15.21:
Construct the path list by repeatedly pulling the top path from the heap until


Figure 15.22: the heap is empty. When the top node is removed, the remaining nodes rearrange themselves such that heap retains the property that each node represents a shorter path than all those below it.

The resulting path list is guaranteed to be sorted by increasing path length. The list is then examined to find "degenerate" paths. Degenerate paths are ones that contribute identically to the EXAFS. A simple example owuld be the single scattering paths from the various atoms in the first coordination shell. Since each atom is the same distance away from the absorber, each contributes identically to the EXAFS. Thus these paths are degenerate. After being screened for degeneracy, the path list is presented to the user.

### 15.9.2 The pathfinder in Feff and Artemis

One of the features of ARTEMIS is a rewrite of FEFF's pathfinder.
The new path finder has two huge advantages over FEFF's:

1. User configurable fuzzy degeneracy. FEFF considers paths that differ in length by 0.00001 Åto be non-degenerate. ARTEMIS can group together these nearly degenerate paths.
2. The scattering geometries of the degenerate paths are stored and are available for use and examination. FEFF discards the details of the degenerate paths.

The first point - the use of fuzzy degneracy - is the topic of this section.
FEFF's path finder, however, has its advantages over ARTEMIS':

1. As it is written in a compiled language, it is considerably faster. Fortunately, the path finder does not need to be run very often.
2. FEFF uses its fast plane wave calculation to approximate the importance of path. Low importance paths can be removed from consideration, as can all higher order paths built from that path. ARTEMIS does not have access to the plane wave calculation, so it must consider rather more paths than FEFF's pathfinder. ARTEMIS relies instead on some simple heuristics to trim the tree of paths.
3. FEFF's path finder considers up to seven-legged paths. ARTEMIS currently stops at four-legged paths. This could be fixed in ARTEMIS, but without FEFF's plane wave approximation, the cost of computing so many paths would be prohibitive. In any case, it is rather unusual to need more than four-legged paths in an EXAFS analysis. (Cubic metals analyzed beyond about 6 Åand cyanide bridged structures like prussian blue are two examples.)

To Do: ARTEMIS' path finder does not currently handle polarization and ellipticity. So that's another advantage at the moment for FEFF's path finder.

As for the speed issue, I have some ideas for improving ARTEMIS' performance. While it will never be as fast as FEFF, I should be able to close the gap somewhat.

### 15.9.3 An example of using fuzzy degeneracy

As the path finder organizes all the scattering geometries it finds among the atoms in the input atoms list, it will make a fuzzy comparison to sort the paths into nearly-degenerate bins. That is, all paths whose lengths are within a small margin will be considered degenerate. The width of this bin is set by the § Pathfinder $\rightarrow$ fuzz preference.

Consider this 'feff.inp' file (made from this crystal data):

TITLE magnetoplumbite PbFe_120_19

| $\begin{aligned} & \text { HOLE } \\ & \text { * } \end{aligned}$ | 41.0 |  | FYI: (Pb L |  |
| :---: | :---: | :---: | :---: | :---: |
|  | mphase,mpath,mfeff,mchi |  |  |  |
| CONTROL | 1 | 1 | 1 | 1 |
| PRINT | 1 | 0 | 0 | 0 |
| RMAX | 5.0 |  |  |  |
| *NLEG | 4 |  |  |  |
| POTENTIALS |  |  |  |  |
| * ipot | Z | tag |  |  |
| 0 | 82 | Pb |  |  |
| 1 | 82 | Pb |  |  |
| 2 | 26 | Fe |  |  |
| 3 | 8 | 0 |  |  |


| ATOMS | * this list contains 84 atoms |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| * x | y | z i | ipot tag | distance |
| 0.00000 | 0.00000 | 0.00000 | 0 Pb 1 | 0.00000 |
| 1.65468 | 0.00003 | 2.30070 | 30.1 | 2.83394 |
| -0.82737 | -1.43298 | 2.30070 | 30.1 | 2.83394 |
| 1.65468 | 0.00003 | -2.30070 | 30.1 | 2.83394 |
| -0.82737 | -1.43298 | -2.30070 | 30.1 | 2.83394 |
| -0.82737 | 1.43304 | 2.30070 | 30.1 | 2.83397 |
| -0.82737 | 1.43304 | -2.30070 | 30.1 | 2.83397 |
| 2.63123 | -1.31552 | 0.00000 | 30.2 | 2.94176 |
| -0.17634 | -2.93647 | 0.00000 | 30.2 | 2.94176 |
| 2.63123 | 1.31558 | 0.00000 | 30.2 | 2.94179 |
| -2.45494 | -1.62092 | 0.00000 | 30.2 | 2.94179 |
| -2.45494 | 1.62098 | 0.00000 | 30.2 | 2.94182 |
| -0.17634 | 2.93653 | 0.00000 | 30.2 | 2.94182 |
| 1.69537 | -2.93647 | 0.00000 | 2 Fe 2.1 | 3.39074 |
| -3.39080 | 0.00003 | 0.00000 | 2 Fe 2.1 | 3.39079 |
| 1.69537 | 2.93653 | 0.00000 | 2 Fe 2.1 | 3.39079 |
| 0.83581 | -1.44767 | 3.24399 | 2 Fe 5.1 | 3.64935 |
| 0.83581 | -1.44767 | -3.24399 | 2 Fe 5.1 | 3.64935 |
| -1.67167 | 0.00003 | 3.24399 | 2 Fe 5.1 | 3.64937 |
| 0.83581 | 1.44772 | 3.24399 | 2 Fe 5.1 | 3.64937 |
| -1.67167 | 0.00003 | -3.24399 | 2 Fe 5.1 | 3.64937 |
| 0.83581 | 1.44772 | -3.24399 | 2 Fe 5.1 | 3.64937 |
| 3.39074 | 0.00006 | 1.38042 | 2 Fe 4.1 | 3.66097 |
| -1.69542 | -2.93644 | 1.38042 | 2 Fe 4.1 | 3.66097 |
| 3.39074 | 0.00006 | -1.38042 | 2 Fe 4.1 | 3.66097 |
| -1.69542 | -2.93644 | -1.38042 | 2 Fe 4.1 | 3.66097 |
| -1.69542 | 2.93656 | 1.38042 | 2 Fe 4.1 | 3.66107 |
| -1.69542 | 2.93656 | -1.38042 | 2 Fe 4.1 | 3.66107 |
| ... (more atoms follow) |  |  |  |  |
| END |  |  |  |  |

Using the default §Pathfinder $\rightarrow$ fuzz parameter of $0.03 \AA$, will give these paths. Note that the Fe 4 and Fe5 scatterers, which differ by about $0.11 \AA$, get merged into a single scattering path. This path has a value of $\mathrm{R}_{\text {eff }}$ that is the average of the constituent paths and a degenaracy that is the sum of the constituent paths.
15.9.3 An example of using fuzzy degeneracy

| \# | degen | Reff |  | scattering path |  | I | Rank | legs | typ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0001 | 6 | 2.834 |  | © 0.1 | @ | 2 | 100.00 | 2 | single | scattering |
| 0002 | 6 | 2.942 |  | 0.2 | © | 2 | 89.88 | 2 | single | scattering |
| 0003 | 3 | 3.391 |  | © Fe2.1 | © | 2 | 34.83 | 2 | single | scattering |
| 0004 | 12 | 3.655 | ---- | © Fe5.1 | © | 2 | 100.00 | 2 | single | scattering |

Resetting the § Pathfinder $\rightarrow$ fuzz to 0.01 separates those two nearly degenerate paths into separate scattering paths.

| \# | degen | Reff |  | scattering path |  | I | Rank | legs | type |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0001 | 6 | 2.834 |  | © 0.1 | © | 2 | 100.00 | 2 | single scattering |
| 0002 | 6 | 2.942 |  | @ 0.2 | © | 2 | 89.88 | 2 | single scattering |
| 0003 | 3 | 3.391 | --- | © Fe2.1 | © | 2 | 34.83 | 2 | single scattering |
| 0004 | 6 | 3.649 |  | © Fe5.1 | © | 2 | 57.63 | 2 | single scattering |
| 0005 | 6 | 3.661 | ---- | © Fe4.1 | © | 2 | 57.15 | 2 | single scattering |

To make the pathfinder neglect fuzzy degeneracy, thus behaving like FEFF's pathfinder, set § Pathfinder $\rightarrow$ fuzz to 0 .

